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ABSTRACT

Heterodyne array receivers are employed in radio astronomy to reduce the observing time needed for mapping extended sources. One of the main factors limiting the number of pixels in terahertz receivers is the difficulty of generating a sufficient amount of local oscillator power. Another challenge is efficient diplexing and coupling of local oscillator and signal power to the detectors. These problems are attacked in this dissertation by proposing the application of two terahertz amplifier types for the amplification of the LO-signal and by introducing a new method for finding the defects in a quasioptical diplexer.

A 670-GHz power module based on a traveling wave tube amplifier (TWT) with a folded waveguide slow wave structure (SWS) has been presented in the literature. The total bandwidth of the device is 15 GHz and it produces a pulsed peak power of more than 100 mW. In this work, a traveling wave tube design based on a helix SWS at 825 GHz is presented. The helix SWS allows a larger bandwidth to be obtained. The size of the helix at terahertz frequencies is just a few tens of micrometers, so application of microfabrication methods is required. However, the circular shape does not lend itself easily for microfabrication. A square shape is adopted and the cold parameters of a helix SWS standing on a quartz substrate are simulated with 3D electromagnetic software. Efficient coupling of the input and output signals is realized with three different coupler types based on a helix to coplanar waveguide (CPW) and a CPW to rectangular waveguide transition. Three dimensional particle-in-cell (PIC) simulations of a traveling wave tube based on the designed square helix SWS and couplers are performed to demonstrate the broadband amplification performance and to characterize the saturation behavior of the TWT. To author’s knowledge, such a configuration has not been simulated before. A small-signal gain of 18.3 dB at 825 GHz and a 3-dB bandwidth of 69 GHz has been achieved. The output power of 1 mW at 900 GHz from a state-of-art solid-state frequency multiplier chain could be thus boosted to beyond 64 mW.

In order to produce LO-power at even higher frequencies, the operation of
A 850-GHz square helix TWT as a frequency doubler is studied. Frequency multiplication with multistage TWTs and gyro-TWTs at microwave frequencies has been demonstrated in the literature. Here, a single-stage TWT is shown to exhibit a simulated conversion efficiency of 7% to the second harmonic at 1700 GHz for an input power of 25 mW which is comparable with the efficiencies of state-of-art solid-state doublers.

This dissertation discusses also a 1 THz cascade backward wave amplifier based on a double corrugated waveguide SWS (DCW-SWS). Specifically, three couplers between the DCW-SWS and a rectangular waveguide are presented. The first structure exploits linear height tapering of the corrugations, but while providing excellent performance, the microfabrication of it is difficult. In the second coupler, the distance between the corrugations in the transverse direction is tapered linearly until the corrugations merge with the waveguide side walls. Good performance is obtained when the taper is made long enough. In order to keep the coupler length as short as possible, a third coupler type is introduced. Not only the distance between the corrugations in transverse direction is tapered nonlinearly, but also the other end of the corrugations is extended to touch the waveguide side walls. This novel coupler provides a -10 dB bandwidth of 250 GHz for a length of just 475 µm.

The loss per SWS period must be known for deciding the length of the SWS and consequently the gain of the amplifier. The losses may increase significantly in the terahertz region due to surface roughness. The S-parameters of DCW-SWS samples having lengths of 100, 150 and 200 periods are measured at 1 THz for determining the loss per SWS period. The insertion loss of each sample is close to 40 dB, even though differences in the order of 10 dB are expected. Visual inspection of the samples reveals significant deviations from the target corrugation height of 60 µm, and simulations confirm a 15 µm height excess of just a few corrugations to be sufficient for causing the measured insertion loss.

The input and output signals entering or leaving the slow wave structure are required to pass through a vacuum window. Mounting a window inside a terahertz waveguide is difficult due to the tiny size. This work presents a novel solution that allows a larger window diameter to be used: a quartz window is integrated inside a dual-mode horn antenna. The simulated radiation properties of the designed dual-mode horn exhibit improved Gaussian beam properties over a single-mode conical horn. The simulated E- and H-plane beamwidths are 3.2° and 2.3° at 1040 GHz, respectively, and the sidelobes are below -35 dB. These horns allow quasioptical coupling of the input and output signals to the amplifier, which makes the amplifier well suited for mea-
measurements with a photomixer or molecular gas laser source. A quasioptical measurement setup for measuring the transmittance and reflectance of the amplifier has been designed and built, and calibration measurements with photomixers show the transmittance and reflectance losses caused by the setup itself to be within 0.7 dB from the ideal 9 dB and 12 dB, respectively.

Diplexing of the LO and signal beams is often performed with a Martin-Puplett interferometer. Misalignment and deformation of the quasioptical components cause the optical path length difference between the two arms of the interferometer to deviate from the desired value, which leads to incorrect polarization state of the output signal and, consequently, to coupling losses. A ray-tracing program has been developed for studying the influence of defects to the path lengths. When information about the measured optical path lengths of the beams related to the different receiver pixels are fed to a ray-tracing program, it computes the corresponding component configuration. The results of simulated defects are in agreement with verification measurements. Furthermore, five defect parameters are shown to be sufficient for reproducing the measured path length differences in the diplexer of the multi-pixel receiver CHAMP+. The quasioptical configuration of the diplexer may thus be corrected to obtain a higher receiver sensitivity.


Ein 670-GHz Leistungsmodul, das auf einem Wanderfeldröhrenverstärker (TWT) in Kombination mit einer gefalteten Hohlleiter-Verzögerungsleitung (SWS) basiert, wurde bereits in der Literatur vorgeschlagen. Die Gesamtbandbreite dieses Moduls ist 15 GHz und die gepulste Spitzenleistung beträgt mehr als 100 mW. Für diese Dissertation wurde eine Wanderfeldröhre


bei einer Eingangsleistung von 25 mW aufweist. Dieser Wirkungsgrad ist mit
dem von hochmodernen Halbleiter-Dopplern vergleichbar.

Die Dissertation stellt auch einen 1-THz Kaskadenrückwärtswellenverstärker
vor, der auf einer Doppel-Pfosten-Hohlleiter-SWS (DCW-SWS) basiert. Die
DCW-SWS ist kompatibel mit dem Röntgen-LIGA Verfahren und ermög-
lamt eine starke Wechselwirkung mit dem zylinderförmigen Elektronenstrahl
zwischen den Pfosten. Insbesondere werden drei Kopplungsstrukturen zwi-
sehen einer DCW-SWS und einem Rechteckkohleiter vorgestellt. Für die
erste Struktur wird die Pfostenhöhe in axialer Richtung schrittweise ver-
kürzt. Obschon eine solche Struktur eine ausgezeichnete Impedananzplassung
zwischen dem DCW-SWS und dem Rechteckkohleiter über ein breites Fre-
quenzspektrum liefert, benötigt jede Höhenstufe eine separate LIGA-Maske,
die mit Mikrometergenauigkeit ausgerichtet werden muss. Eine andere Mög-
lichkeit wäre, die Struktur um 90 Grad zu drehen und die Seite zu beleuchten.
Die präzise Drehung einer Struktur mit Dimensionen im Mikrometerbereich
ist allerdings anspruchsvoll. In der zweiten entworfenen Struktur bleibt die
Pfostenhöhe konstant, und die Distanz zwischen den Pfosten vergrößert sich
linear in Querrichtung bis die Pfosten in die Hohlleiterwände übergehen. Eine
gute Leistung wird erzielt, wenn der Pfostenabstand in Querrichtung über ei-
ne genügend lange Strecke zunimmt. Um dabei die Kopplerlänge so kurz wie
möglich zu halten, wurde eine dritte Kopplungsstruktur entwickelt, in wel-
cher nicht nur die Distanz zwischen den Pfosten in Querrichtung nichtlinear
vergrößert wird, sondern zusätzlich die Pfosten bis hin zu den Seitenwänden
des Hohlleiters verbreitert werden. Diese neuartige Kopplungsstruktur liefert
eine -10 dB Bandbreite von 250 GHz bei einer Gesamtlänge von nur 475 µm.

Der Verlust per SWS Periode muss bekannt sein, damit die Länge der SWS
und folglich auch die Signalverstärkung bestimmt werden können. Die Ver-
luste der Verzögerungsleitung können bei Terahertzfrequenzen aufgrund von
Oberflächenunebenheiten massgeblich ansteigen, da die Eindringtiefe, zum
Beispiel, bei 1 THz nur 66 nm beträgt. Dadurch wird die Strecke, die der
Strom zurücklegt, verlängert, und folglich wird der effektive Widerstand er-
höht. Die S-Parameter der DCW-SWS Muster mit den Längen 100, 150 und
200 Perioden wurden bei 1 THz gemessen, um den Verlust per SWS Periode
zu bestimmen. Die Einfügungsdämpfung von allen Mustern ist in der Nähe
von 40 dB, auch wenn Unterschiede in der Höhe von 10 dB erwartet wurden.
Die visuelle Inspektion der Musterstrukturen offenbare erhebliche Abwei-
chungen von der geplanten Pfostenhöhe von 60 µm. Zusätzlich bestätigten
Simulationen, dass die nur wenigen etwa 15 µm zu hohen Pfosten für einen
drastischen Anstieg der Einfügungsdämpfung genügen.

ganz eliminiert werden konnten.
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PREFACE

Heterodyne array receivers are employed in radio astronomy to reduce the observing time needed for mapping extended sources. One of the main factors limiting the amount of pixels in terahertz receivers is the difficulty of generating a sufficient amount of local oscillator power. Another challenge is efficient diplexing and coupling of local oscillator and signal power to the detectors. These problems are attacked in this dissertation by proposing the application of two terahertz amplifier types for the amplification of the LO-signal and by introducing a new method for finding defects in a quasioptical diplexer.

Chapter 1 explains why the terahertz region is important for astronomy. Array receivers and the most important mixer and local oscillator types are introduced, and this information is used to demonstrate the need for more powerful local oscillator sources. Chapter 2 introduces two terahertz vacuum electronic amplifiers that have the potential of boosting the local oscillator power more than an order of magnitude at frequencies near 1 THz. The improvement of the diplexing performance in an array receiver is addressed in Chapter 3.
1 HETERODYNE ARRAY RECEIVERS

1.1 Terahertz Astronomy

The space between the stars in our galaxy is not empty, but filled with clouds of gas and dust and energetic particles called cosmic rays [43]. Typical densities in interstellar matter are 1 gas atom per cm$^3$ and 1 dust particle per $10^5$ m$^3$. Ten percent from the mass of our galaxy is interstellar gas and 0.1 percent is dust. Dust grains have typically a size less than 1 µm in diameter and they are composed of H$_2$O, silicates and graphene. Dust is concentrated in the inner edges of the spiral arms of our galaxy, but can also be found in dark nebulas observed as dark patches in front of background stars. The temperature of dust in the interstellar space is 10–20 K and can rise up to several hundreds of Kelvins near a star. Assuming the dust grains to be black bodies at temperature $T = 10–20$ K, the maximum intensity is obtained at wavelengths of $\lambda_{\text{max}} = 300–150$ µm, as given by the Wien’s displacement law,

$$\lambda_{\text{max}}T = b,$$

where the constant $b$ is approximately 0.003. The thermal radiation of dust is the main source of terahertz radiation in the Milky Way.

Hydrogen is the dominant constituent of interstellar matter and may be in ionized, neutral or molecular form. The typical temperature of clouds consisting of neutral hydrogen (HI) is 100 K. These cold clouds are surrounded by much warmer (8000 K), but rarer, intercloud medium. Regions of ionized hydrogen (HII) are formed near hot stars radiating strongly at ultraviolet wavelengths. The temperature of HII regions is several thousand Kelvins. Molecular hydrogen can exist only inside the densest clouds where also dust is abundant. It is formed on the surface of dust grains which act as a catalyst and also shield the molecules from UV radiation. The best environment for molecule formation is therefore inside dark nebulas or dust and gas clouds found near HII regions.

H$_2$ is the dominating component in molecular gas clouds, but over 140 other
molecules have been identified [55]. They are formed via collisions between atoms or simpler molecules or on the surface of dust grains as H$_2$ does. Observation of molecular absorption lines at optical or ultraviolet wavelengths requires that the light from a background star can penetrate through the molecular cloud, but the extinction due to dust typically prevents such observations. However, the rotational transitions of many molecules produce spectral lines in the terahertz region where the extinction is not a problem. The spatial distribution of gas can be mapped with spectral line observations, the brightness temperature (a measure of intensity) in a spectral line provides information about the gas density, Doppler-shift is used to determine the motion of the cloud as a whole and the broadening of spectral lines gives information about the gas temperature.

Molecular hydrogen itself does not have accessible emission line spectra in the physical conditions of the cold interstellar matter, but other molecular species can be used as tracer elements: the abundance of some tracer element can be assumed to be proportional to the abundance of H$_2$. One of the most commonly used tracer element is the CO molecule which is the most abundant molecule after H$_2$. Its emission lines due to rotational transitions are easily observable in the millimeter and submillimeter spectrum.

Star formation takes place in large, dense interstellar clouds. They start to collapse due to their own gravitation and split into several smaller parts, from which protostars are formed. Essential in the star formation process is that a cloud can get rid of the heat generated by the gravitational compression, otherwise the rising gas pressure is able to counter gravitation. The primary mechanism of cooling is based on the emission of terahertz photons which are produced when molecules excited through collisions decay to a lower energy state [74]. At lower densities, the main coolant is the rotational transitions of a CO molecule. As the density increases, H$_2$O becomes the primary coolant. At even higher densities, an ensemble of light hybride molecule species take over. Star formation in a molecular cloud can be therefore studied by observing spectral lines corresponding to different rotational transitions of the CO molecule. The higher the transition, the deeper in the cloud the radiation originates from, because the temperature of the outer regions of the cloud is not high enough to produce higher level transitions.
1.2 Receivers

Electromagnetic radiation in the terahertz frequency range from distant molecular clouds is heavily attenuated or even completely blocked primarily by the water vapor in the Earth’s atmosphere. The telescopes used for observing are therefore located on top of mountains, where the atmosphere is thin and dry [36], [96]. Astronomical terahertz instruments have also been flown onboard of an airplane [38], [98] and satellites [67], [23] in order to reduce or remove the effect of the atmosphere.

The block diagram of the front end of a single-pixel heterodyne receiver is shown in Figure 1.1. A large reflector antenna collects the radiation from the observed source, after which the beam is guided into the diplexer which spatially combines the local oscillator and the astronomical signal to allow coupling to the mixer. A technology comparison from the point of view of receiver noise temperature, see (1.2), given in [83] shows that the best receiver sensitivity in the millimeter region below 180 GHz can be achieved by amplifying the astronomical signal with a low-noise high electron mobility transistor (HEMT) amplifier [91] before coupling it to the mixer. At higher frequencies it is more beneficial to couple the signal of interest directly to the mixer which converts it to a lower, intermediate frequency. The low-noise intermediate frequency (IF) amplifier amplifies the signal in order to allow further signal processing.

![Block diagram of a THz-receiver.](image)

Receiver noise temperature is used to characterize the performance of the receiver. The power delivered to a load resistor in a bandwidth $B$ by a noisy source resistor at temperature $T$ is $P_n = kTB$, where $k$ is the Boltzmann constant. If a receiver with a noiseless matched source at the input is considered as a noise source that delivers a noise power $P_n$ to a load resistor, the equivalent noise temperature of the receiver is defined as the temperature of a noisy resistor connected to the input of a noiseless receiver, $T_{rx} = P_n/kB$. 

6
The noise temperature of the receiver is given by the Friis-formula [78],

\[ T_{rx} = T_D + L_D T_m + L_D L_M T_{if}, \]  

(1.2)

where \( T_D = T_0 (L_D - 1) \) and \( L_D \) are the equivalent noise temperature and loss of the diplexer, \( T_M \) and \( L_M \) those of the mixer and \( T_{if} \) the equivalent noise temperature of the IF amplifier. The temperature \( T_0 \) is defined to be 290 K. The components are cooled to a cryogenic temperature for obtaining the lowest possible noise temperature. The sum of the antenna temperature \( T_a \) and the receiver noise temperature is called the system noise temperature,

\[ T_{sys} = T_a + T_{rx}, \]  

(1.3)

which determines the sensitivity of the receiver, or the minimum detectable antenna temperature, which may be expressed as

\[ \Delta T = \frac{T_{sys}}{\sqrt{B \tau}}, \]  

(1.4)

where \( B \) is the noise bandwidth of the receiver and \( \tau \) the integration time of the detector output voltage [78]. The antenna temperature of a spectral line may be some millikelvins, so long integration times are required.

When \( T_{rx} \) is reduced, a shorter integration time may be used to achieve the same sensitivity. At some point the antenna temperature dominates and further reduction of \( T_{rx} \) becomes less beneficial. If extended sources much larger than the telescope beamwidth are observed, multi-beam array receivers can be utilized to reduce the required observing time considerably. For example, a 12-meter radio telescope observing at a frequency of 850 GHz has a -3 dB beamwidth of 6 arcseconds given by

\[ \theta_{3dB} \approx \frac{\lambda}{D}, \]  

(1.5)

where \( \lambda \) is the wavelength and \( D \) the diameter of the reflector antenna. A small beamwidth is desired in order to resolve the fine structure of the source. However, the angular diameters of molecular gas clouds extend up to several degrees. For comparison, the angular diameter of the full moon is 0.5 degrees. The mapping speed of a multi-beam receiver is characterized by the expression [35]

\[ \frac{N_{pix}}{((\eta T_{sys})^2)}, \]  

(1.6)

where \( N_{pix} \) is the number of pixels and \( \eta \) a general efficiency term. The mapping speed increases linearly with the number of pixels and decreases...
Figure 1.2: (a) Array of detectors on the focal plane of a Cassegrain antenna, (b) beam spacing in the sky.

proportional to the square of the system noise temperature which means that the benefit of increasing the number of pixels is lost if a system temperature close to that of a single-pixel system cannot be maintained.

An array receiver basically consists of multiple closely packed detectors placed on the focal plane of the reflector antenna as illustrated by Figure 1.2a. The pixels can be individual receivers, but new projects integrating the components of several detectors to reduce the complexity in terms of mounting and wiring are underway [46]. A typical spacing of the detectors on the focal plane is

$$d = 2 \frac{F \lambda}{D},$$

where $F$ is the focal length [35], which leads to a beam spacing of approximately two half power beamwidths on the sky (Figure 1.2b), since

$$d = \tan \theta_s F \approx \theta_s F$$

$$\theta_s \approx \frac{d}{F} = 2 \frac{D}{\lambda} = 2 \theta_{3dB}.$$  

This spacing leads to an undersampling of the telescope field of view, but the physical size of the horn antennas makes closer spacing difficult.

The local oscillator power distribution network has to supply each pixel with an equal amount of power and exhibit low losses. The LO power is distributed with waveguide power dividers or quasioptically with Fourier gratings or dielectric beam splitters. A multiplexing efficiency of 72% has been obtained for a 4-beam system using beam splitters [92]. Fourier gratings reduce the complexity of optics compared to beam splitters at higher pixel numbers and
have typically an efficiency between 80% and 90% [34]. The diplexing of the individual LO-signals with the signal of interest and the coupling to the mixers are often performed with Martin-Puplett interferometers, the operation and imperfections of which are investigated in Chapter 3. Waveguide diplexing is an option at millimeter wave frequencies, while dielectric beam splitters may be used when the amount of LO power is abundant.

1.3 Mixers

The astronomical signals are very weak, and a total amplification in the order of 80 dB is necessary before further signal processing may take place. As mentioned in the previous section, the use of low noise amplifiers is limited to below 180 GHz. The signal is therefore shifted to a lower frequency with a mixer, which can basically be any element exhibiting a nonlinear current-voltage characteristic. When pumped by a local oscillator signal at a frequency $f_{LO}$, the signals at frequencies $f_s = f_{LO} \pm f_{IF}$ are converted to an intermediate frequency $\pm f_{IF}$ [78]. The most important mixer types employed in radio astronomy are introduced in this section.

1.3.1 SIS Mixers

Superconductor-insulator-superconductor (SIS) tunnel junction mixers are based on photon assisted tunneling of quasiparticles through a thin insulating layer between two superconducting layers [93]. A niobium-aluminium-oxide-niobium junction is a widely used material configuration. The exploitation of the superconducting properties of the materials requires cryogenic cooling to 4 K or below. Figure 1.3 shows energy band diagrams of a SIS-junction at temperature $T = 0$ K. Quasiparticle energy states up to $E_F - \Delta$ are filled in a superconductor, where $E_F$ is the Fermi energy and $\Delta$ half of the binding energy of a cooper pair, the other current carrier in a superconductor. An energy gap of $2\Delta$ separates the filled energy states of a quasiparticle from the empty states; this fact distinguishes a quasiparticle from an electron in a metal. Figure 1.3a illustrates the situation when no external DC voltage is applied across the junction. In Figure 1.3b, a DC voltage of $V = 2\Delta/e$ has caused the filled valence states and the empty conduction states to shift to the same level allowing tunneling current to flow. This is seen as a steep increase in the I–V curve in Figure 1.4. When terahertz radiation is applied to the junction, tunneling may take place with smaller DC voltages (Figure
The missing energy is provided by a photon, the energy of which is

\[ E = h f = 2\Delta - eV. \]  

(1.10)

The photon energy may also be higher, but as the density of energy states decreases at higher energies, the tunneling is not that effective. If the energy of one photon is not sufficient, the required energy may be provided by several photons. The current can therefore flow when the following condition is fulfilled

\[ E = n h f = (2\Delta - eV)n, \]  

(1.11)

where \( n \) is the number of photons. The first step in the I–V curve below the limiting voltage marks the point where the energy of one photon is sufficient to allow a quasiparticle to tunnel through the insulator, at the next step two photons are required, and so on. Such events become rarer as \( n \) increases and the tunneling current is correspondingly smaller.

SIS mixers dominate ground based astronomical single- and multi-pixel heterodyne receivers at frequencies below 1.3 THz [39], [35], but have recently also proven their ability to function on a satellite platform [23]. They require only some microwatts of pump power [81]. Receivers utilizing SIS mixers have demonstrated noise temperatures of few times the quantum limit \( h f / k \) (noise caused by quantum vacuum fluctuations) below 0.7 THz and less than 10 times the quantum limit at 1 THz [83].

![Diagram](image.png)

**Figure 1.3:** (a) \( V = 0 \), (b) \( V = \frac{2\Delta}{e} \), (c) \( V = \frac{2\Delta-hf}{e} \).

### 1.3.2 HEB Mixers

A bolometer can be considered as a temperature dependent resistor [66]. The thermal response time of the bolometer, which is the heat capacity divided by the thermal conductivity, defines how fast the temperature, and
consequently the resistance, of the bolometer can change if the high frequency power heating the bolometer changes suddenly. A bolometer may be able to follow variations in time averaged dissipated power, but not the high frequency field variations.

A hot electron bolometer (HEB) is based on a thin superconductive film which is heated to a temperature near the superconducting transition with a small bias voltage [101]. An electron (quasiparticle) on the film absorbs the energy of an incoming photon and shares it rapidly with other electrons, which causes a small increase in their temperature. Near the transition temperature, this small increase causes the electrical resistance of the bolometer to change strongly. The electrons need to cool down quickly in order achieve a short thermal response time. Cooling is based on electron diffusion to metal contacts at the ends of the film or on phonons (quasiparticles describing quantized lattice vibrations) that exit from the film to the underlying substrate. In the latter case, the thermal conductivity is maximized by selecting a superconductor with a strong electron-phonon interaction such as niobium-nitride and by using very thin films to allow the phonons to exit the film as quickly as possible. The heat capacity is minimized by minimizing the volume of the film.

HEB mixers are able to follow IF signals at frequencies of several GHz and require cryogenic cooling to 4 K and about 1µW LO power [39]. They are employed at frequencies above 1.4 THz, where the sensitivity of SIS mixers starts to degrade rapidly. The noise temperature of HEB mixers is about 10 times the quantum limit below 2.5 THz [83].

1.3.3 Schottky Diode Mixers

The Schottky barrier diode consists of a junction between a metal and a semiconductor (typically gallium arsenide) in which the height of the potential
barrier between the two materials can be controlled by altering the voltage applied across the junction [85]. Figure 1.5a shows the junction between metal and an n-type semiconductor in thermal equilibrium. The light blue area depicts the density of thermionically emitted electrons. The current density from the semiconductor to the metal, or vice versa, is proportional to the electron density. In thermal equilibrium, the electron densities, and therefore the current densities, are equal, which leads to a zero net current. When a positive voltage is applied to the metal (forward bias), the potential barrier decreases accordingly and it becomes easier for the electrons to be emitted from the semiconductor into the metal. Consequently, a net current flows in this direction (Figure 1.5b). When a reverse bias is applied, as in Figure 1.5c, the height of the potential barrier increases and it becomes more difficult for the electrons on the semiconductor side to move into the metal. The current across the junction changes exponentially in respect to the applied voltage, which is manifested by the nonlinear I–V curve.

The advantage of Schottky mixers is that they can be operated at room temperature, although a sensitivity improvement by a factor of 2–4 can be achieved by cooling the receiver [81]. Schottky mixers are 5–10 times less sensitive than the SIS and HEB mixers and require much more LO power. For example, a pump power of 1 mW for a 600-GHz [37] and 5 mW for 2.5-THz mixer [28] at room temperature have been reported. Cooling may reduce the amount of required LO power notably. Schottky mixers have been constructed in a planar form up to 2.5 THz and with a whisker contact up to 4.75 THz [6].

Figure 1.5: Schottky barrier at (a) thermal equilibrium, (b) with a forward bias and (c) with a reverse bias. Adapted from [85].

1.4 Local Oscillator Sources

Important characteristics of a local oscillator include the output power, spectral purity and tunability. The operating voltages, size and lifetime should
also be considered. Figure 1.6 illustrates the output power available from several terahertz region sources. This section introduces briefly the most relevant ones for radio astronomical applications.

![Figure 1.6: Output power of terahertz sources. Image from [3].](image)

### 1.4.1 Solid state frequency multipliers

Currently the most prominent way to produce LO power at terahertz frequencies is to exploit the nonlinear capacitance of GaAs Schottky barrier diodes to generate harmonic frequency components of the input signal. Multipliers based on nonlinear capacitance (varactors) exhibit a higher efficiency than varistors (nonlinear resistance) and bandwidths of 10–15% [12]. A terahertz multiplier source consists of an electronically tunable microwave synthesizer, the output signal of which is multiplied up to the W-band. A powerful monolithic millimeter wave integrated circuit (MMIC) power amplifier amplifies the signal which is then multiplied again with a series of doublers and triplers up to terahertz frequencies. The conversion efficiency of higher order multipliers has not reached the efficiency of a cascade of lower order multipliers [81]. A powerful solid state frequency multiplier chain providing more than 1 mW at 840–900 GHz has been presented in [62] and very recently the
limits of multiplier technology has been pushed up to 2.75 THz, the record output power being 18 µW at 2.58 THz [61]. Spurious signals at harmonic frequencies reduce the spectral purity of frequency multiplied sources.

1.4.2 Molecular gas lasers

The energy level diagram in Figure 1.7 illustrates the origin of the THz-radiation from an optically pumped molecular gas laser [87], [14]. A resonator containing gas composed of molecules with a permanent dipole moment is excited with an infrared CO\textsubscript{2} pump laser. Molecules are transferred from a certain rotational state of the vibrational ground state into a certain rotational state of an excited vibrational state. The energy of the photons from the CO\textsubscript{2} laser must match the energy required for this transition. Laser emission is obtained when molecules in the excited vibrational state are transferred into a rotational state with smaller energy. The frequency of the emitted radiation depends on the energy difference of the rotational states and can thus be changed by selecting another spectral line or by changing the gas. Although not continuously tunable, there are many suitable gases in the submillimeter region, the average distance between emission frequencies being 10–20 GHz. Molecular gas lasers exhibit a high spectral purity and provide power from microwatts to several hundred milliwatts, the typical output power being some milliwatts. They are, however, large and heavy devices, although efforts towards more compact configurations have been made: a molecular gas laser for aircraft environment with a weight of 45 kg and a size of 200×235×1000 mm\textsuperscript{3} is presented in [40]. A 2.5-THz molecular gas laser LO has also been used in a satellite-based instrument [69].

![Figure 1.7: Energy level diagram of an optically pumped molecular gas laser.](image-url)
1.4.3 Photomixers

Frequency downconversion from optical wavelengths using photomixers can be exploited to generate terahertz power [9],[10]. Two continuous-wave lasers operating at slightly different frequencies are focused onto the surface of a photoconductor, which is typically fabricated from low-temperature-grown GaAs. An incoming photon excites an electron from the valence band to the conduction band if its energy is higher than the energy gap between the bands. This creates an electron-hole pair with a subpicosecond lifetime. The increase in the number of carriers increases the conductivity of the photoconductor, so the conductivity is proportional to the absorbed optical power. The absorbed optical power contains a DC-component, components at optical frequencies and a component at the sum and at the difference frequency. When an external bias voltage is applied across the photoconductor, the charges create a photocurrent proportional to the conductivity. The response time of the carriers even in the fastest photoconductors is too long with respect to the power variations at the optical or sum frequencies. Instead, the conductivity varies at the difference frequency and causes the modulation of the photocurrent. Photomixer based local oscillators are able to provide an output power of around 1 µW at 1 THz and can be tuned over a whole waveguide band by tuning the wavelengths of the lasers. The output spectrum does not have harmonic content, and very narrow linewidths may be obtained [65].

1.4.4 Quantum cascade lasers

The radiation from a quantum cascade laser (QCL) is produced as electrons undergo an intersubband transition in the conduction band of a heterostructure [27]. The subbands arise in quantum wells due to quantum confinement. The heterostructure, and consequently the quantum wells, are realized by growing nanometer-thick alternating layers of GaAs and AlGaAs with molecular-beam epitaxy. The radiative transition between two subbands, and thus the emission wavelength, is selected by engineering the layers to the desired thicknesses and by applying a suitable bias voltage. The structure is periodic, and each unit contains an active as well as an injector region, as depicted schematically in Figure 1.8. A terahertz photon is emitted when an electron makes a transition from the upper radiative state 3 to the lower radiative state 2. Then the electron relaxes rapidly to state 1 and tunnels through the injector to the state 3 of the next unit, where the process is repeated. Suitable design of the heterostructure ensures that the electron
lifetime at state 2 is shorter than at state 3, which leads to a population inversion. Continuous wave operation of terahertz QCLs has been reported between 1.2 THz and 4.9 THz at temperatures below 120 K [94]. An output power of 138 mW has been reached at 4.4 THz, but below 2 THz the obtained output power levels are lower than 1 mW. The single mode frequency tuning range is typically limited to 10–20 GHz, but new methods to allow a broader tuning range are being investigated [12]. The spectral purity of a QCL may suffer from frequency drift and short term instabilities [40].

Figure 1.8: Schematic conduction band energy diagram of a quantum cascade laser. Two units, consisting of an active region and an injector, are shown. The radiative transition is shown in blue.

1.5 Limitations of Current Technology

Assuming that a cryogenically cooled solid state frequency multiplier is used to provide a pump power of $P_{LO}$ [12], Table 1.1 presents the maximum number of pixels in a heterodyne array receiver. It is assumed that half of the pump power reaches the mixers and that the power requirements for Schottky, SIS and HEB mixers are 1 mW, 10 µW and 1 µW, respectively. The number of pixels is seriously restricted by the available pump power especially above 1 THz. The maximum pixel number in an array receiver realized so far is 32 in the millimeter region and 16 in the terahertz region [35], while a 64-pixel receiver is being developed [46].

The concept of using traveling wave tube amplifiers for the LO-signal amplification has been proposed in [25]. The next chapter presents several design and development aspects of two vacuum electronic terahertz amplifiers that
are suitable for this task. The improvement of the diplexing efficiency of a Martin-Puplett interferometer is then addressed in the succeeding chapter. These developments represent a step towards array receivers with even larger pixel numbers.

Table 1.1: Maximum number of pixels in a heterodyne array receiver driven by a solid state frequency multiplier.

<table>
<thead>
<tr>
<th>$f$ [GHz]</th>
<th>$P_{LO}$ [$\mu$W]</th>
<th>Schottky</th>
<th>SIS</th>
<th>HEB</th>
</tr>
</thead>
<tbody>
<tr>
<td>900</td>
<td>2000</td>
<td>1</td>
<td>100</td>
<td>1000</td>
</tr>
<tr>
<td>1350</td>
<td>100</td>
<td>0</td>
<td>5</td>
<td>50</td>
</tr>
<tr>
<td>1800</td>
<td>50</td>
<td>0</td>
<td>2</td>
<td>25</td>
</tr>
</tbody>
</table>
2 TERAHERTZ AMPLIFIER

2.1 Introduction to Traveling Wave Tubes

Figure 2.1 presents the main parts of a traveling wave tube. The electrons are emitted from a cathode ideally providing high current density and a long lifetime. The electrons are electrostatically compressed into an electron beam and accelerated by a voltage $V_b$, applied between the cathode and the anode, to a velocity

$$v_0 = \sqrt{\frac{2V_b e}{m_e}} = 0.593 \cdot 10^{-6} \sqrt{V_b},$$

(2.1)

where $e$ is the elementary charge and $m_e$ is the mass of the electron. A typical velocity is around $0.20c$, so an accelerating voltage close to 10 kV is needed. A static axial magnetic field in the slow wave structure region is used to prevent the electron beam (e-beam) from dispersing due to repulsive forces between the electrons: any transverse motion causes an electron to start rotating as dictated by the Lorentz force,

$$\vec{F} = q(\vec{E} + \vec{v} \times \vec{B}).$$

(2.2)

The Brillouin field is the minimum magnetic field that balances the transverse repulsive force due to space charge and the inward force caused by the magnetic field in the electron beam [30],

$$B_{Br} = 8.302 \cdot 10^{-2} \frac{|I_b|^{1/2}}{V_b^{1/4} r_b},$$

(2.3)

where $I_b$ is the beam current and $r_b$ the electron beam radius. Typically the focusing magnetic field is selected to be about twice $B_{Br}$ and created with permanent magnets made of rare-earth alloys, primarily samarium cobalt (SmCo) or neodymium (NdFeB), since a magnetic field near 1 T is required at terahertz frequencies. The radiofrequency wave (RF-wave) enters the amplifier near the anode through an input coupler and is fed to the slow wave
The wave and the electron beam are able to interact as long as their velocities are approximately equal. The amplification of the wave takes place at the expense of the kinetic energy of the electrons, and thus, at some point, the velocity synchronism between the electrons and the wave breaks down, and no further amplification is possible. The RF-wave is then coupled out of the device and the electrons are gathered at the collector. The collector is usually in a lower potential than the body of the tube, or depressed, in order to reduce the velocity of the electrons and consequently the energy converted to heat when the electrons collide with the collector walls. This allows high efficiencies to be obtained, especially when multiple depression stages are utilized [48].

Figure 2.1: Main parts of a traveling wave tube. Adapted from [4].

An electron entering the slow wave structure experiences an accelerating or decelerating force depending on the phase of the axial component of the electric field caused by the input signal. The phase velocities of the electron and the wave are approximately equal which leads to continuous interaction between them. The trajectories of three electrons in a coordinate system moving at the wave velocity are illustrated in Figure 2.2a. An electron bunch starts to form between the accelerating and decelerating field regions. Velocity modulation leads therefore simultaneously to density and current modulation. The modulated electron beam current then acts as a source of electromagnetic fields. The slow wave structure sets the boundary conditions of the Maxwell’s equations. The induced field is such that the electron bunches are located in decelerating regions, and the kinetic energy lost by the electrons via radiation is transferred to the electromagnetic energy of the wave. The electron velocity is adjusted to be slightly higher than the phase velocity of the wave in practice, which results in electron bunch formation within a decelerating field region, as shown in Figure 2.2b.

A helix is a very widespread slow wave structure due to the unmatched bandwidth it is able to provide (Figure 2.3a). At microwave frequencies, traveling wave tubes with bandwidths over 2.5 octaves have been demonstrated [4].
Figure 2.2: Bunching of electrons due to an axial electric field $E_z$: (a) $v_e = v_p$, (b) $v_e > v_p$. Adapted from [72].

However, any other structure that slows down the electromagnetic wave in such a way that approximate synchronism with the electron beam can be achieved and that creates an axial electric field component can be used to realize a traveling wave tube. Especially the folded waveguide slow wave structure (Figure 2.3b) has been under intense research by groups targeting operation at millimeter and terahertz frequencies [7], [29]. It may provide a bandwidth of 20–30% and is also compatible with microfabrication. Very recently, a power module containing a solid state driver and a folded waveguide TWT has been reported to produce a pulsed output power of over 100 mW at 0.656 THz [88]. A coupled cavity structure (Figure 2.3c) is used in high-power TWTs, but its bandwidth is typically limited to 10–15%. A review of terahertz vacuum electron devices in general is given in [8].
Figure 2.3: Slow wave structures: (a) a helix, (b) a folded waveguide and (c) a coupled cavity structure.
2.2 Square Helix Traveling Wave Tube

The extraordinary bandwidth makes the helix very interesting among the slow wave structures also at terahertz frequencies. Microwave and millimeter wave helices are wound from a metal wire, but as the size of the SWS changes inversely proportional to the frequency, such an approach cannot be taken at terahertz frequencies, where the helix diameter is only tens of micrometers. This section introduces a square geometry that makes the realization of a helix SWS with microfabrication methods more feasible. A W-band realization of a similar structure is presented in [18], while a terahertz backward wave oscillator based on a microfabricated helix is discussed in [21] and [22]. A ring-bar helix SWS, originally devised for suppressing backward wave oscillations in a conventional helix TWT at higher power levels, is also attractive from the microfabrication point of view [17]. However, the phase velocity on the ring-bar helix is higher and the bandwidth is narrower, about 10–20% in the microwave region [31].

The design principles of a circular helix are applied to estimate the size of the square helix. An eigenmode simulation is then used to find out the cold parameters, dispersion, interaction impedance and attenuation, which allow the small-signal gain to be computed from the Pierce theory (e.g. [31]). Suitable input/output couplers are designed and the influence of the mesh on the axial wavelength and scattering parameters of the structure in the absence of the electron beam are investigated. Finally, an electron beam is introduced to obtain the gain over frequency and the output power as a function of input power. All the simulations were carried out with CST Microwave Studio and CST Particle Studio, which solve the Maxwell’s and Newton’s equations in the real 3D structure. Nonlinear behavior near saturation, reflections due to input/output coupler mismatches and electron beam dynamics are therefore included in the simulations.

This chapter is based on the work published in [51] and [50].

2.2.1 Slow Wave Structure Design

The radius of a helix, see Figure 2.3a, is usually determined by the normalized radial propagation constant \( \gamma a \):

\[
\gamma a = \left( \beta^2 - k^2 \right)^{1/2} a = 2\pi f \left( \frac{1}{v_p} - \frac{1}{c^2} \right)^{1/2} a \approx \frac{2\pi f a}{v_p}, \quad (2.4)
\]
where $a$ is the helix radius, $\beta = \omega / v_p$ the axial propagation constant in the helix, $k = \omega / c$ the free space wavenumber and $v_p$ the phase velocity. The last approximation follows from the assumption $v_p^2 \ll c^2$. The normalized radial propagation constant is typically in the range between 1.0–1.7. Values in the lower end of the range are useful at microwave frequencies for keeping the size of the helix small. A disadvantage is increased harmonic distortion of the signal. In order to make the manufacturing of the helix less difficult and to allow enough space for the electron beam, a high $\gamma a$-value is required at terahertz frequencies. This leads to a reduced interaction impedance and efficiency. If the normalized radial wavelength is too high, the operating frequency may lie in the stop band of the helix and no wave propagation is possible. The use of $\gamma a$ as the design parameter is related to the fact that the axial electric field inside the helix varies in the radial direction as $I_0(\gamma r)$, where $I_0$ is the 0th order modified Bessel function of the first kind and $r$ the distance from the axis \[4\]. In order to minimize the field variation across the beam, it is desirable to keep $\gamma a$ below 1.5.

An electromagnetic wave propagates along a conducting wire with the speed of light. When the wire is wound into a helix, the time needed for the signal to propagate one winding is the same as the time used by an axial wave to propagate a distance $p$,

$$t = \frac{2\pi \sqrt{a^2 + \left(\frac{p}{2\pi} \right)^2}}{c} = \frac{p}{v_p}. \quad (2.5)$$

The equation is solved for the pitch $p$, giving

$$p = \frac{2\pi a}{\sqrt{\left(\frac{c}{v_p}\right)^2 - 1}}. \quad (2.6)$$

After the operating frequency and the beam voltage have been selected, the radius and pitch of the helix may be computed by assuming velocity synchronism between the electrons and the wave, $v_p = v_e$.

Unfortunately, a circular helix shape poses a manufacturing problem at terahertz frequencies, at which microfabrication methods are needed due to extremely small structure dimensions. In order to make the structure more microfabrication compliant, a square shape has been adopted. The geometry is motivated by \[24\] which describes a process to fabricate smooth walled copper pillars with through-mold electrodeposition (Figure 2.4). The dimensions of the square helix have been limited to roughly correspond with the capabilities of this fabrication method: a pillar height of $25 \ \mu m$, a diameter of $5 \ \mu m$ and a minimum pitch of $25 \ \mu m$ have been demonstrated.
One period of the square helix SWS is shown in Figure 2.5. The material of the helix is copper, and it stands on a quartz substrate. The size of the square helix, \( l \), is determined by setting the circumferences of both helix types, square and circular, equal while keeping the pitch constant:

\[
2l + 2\sqrt{l^2 + \left(\frac{p}{2}\right)^2} = 2\pi \sqrt{a^2 + \left(\frac{p}{2\pi}\right)^2}.
\]

(2.7)

The dimensions of a helix SWS designed for 825 GHz by using a \( \gamma a \) of 1.5 and a beam voltage of 10 kV are given in Table 2.1.
Table 2.1: Dimensions of the square helix SWS.

<table>
<thead>
<tr>
<th>d [µm]</th>
<th>l [µm]</th>
<th>p [µm]</th>
<th>t [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>30</td>
<td>22</td>
<td>25</td>
</tr>
</tbody>
</table>

2.2.2 Eigenmode Simulation

One square helix SWS period with a pitch $p$ is modeled. Periodic boundary conditions in the axial direction and a phase advance, $\phi = \beta_0 p$, for a wave propagating through the structure are defined. The eigenmode solver then treats the structure as a resonator and calculates eigenmode (resonance) frequencies as well as the electromagnetic fields in the simulation domain. The results allow the calculation of the phase velocity,

$$v_p = \frac{2\pi f}{\beta_0},$$

the on-axis interaction impedance [30], which is a measure for the interaction strength between the electron beam and the wave and is related to the obtainable gain,

$$K_0 = \frac{|E_{z,\text{axis}}|^2}{2\beta_0^2 P_{rf}},$$

and the attenuation [79],

$$\alpha = \frac{\omega}{2Qv_g}.$$

Here, $\beta_0$ is the propagation constant of the wave in the absence of the electron beam, $E_{z,\text{axis}}$ the axial electric field, $P_{rf}$ the total RF power flow along the circuit, $Q$ the unloaded Q-factor, which is a measure for the circuit quality from the point of view of losses, and $v_g$ the group velocity. The subscript zero indicates that we are considering the fundamental space harmonic. It has been shown in [47] that 3D electromagnetic simulators, a comparison of which is presented in [1], are able to yield more accurate interaction impedance predictions than conventional measurement methods which involve perturbation of fields with a dielectric rod inserted inside the helix. At terahertz frequencies such a measurement approach is not even feasible due to the small structure size. The conductivity of copper is halved to $2.9 \cdot 10^7$ S/m in order to model the effect of surface roughness at high frequencies.

The simulated cold parameters for three different helix diameters are shown in Figure 2.6. On the one hand, a large helix diameter is desired in order to
relax the electron beam focusing requirements, but on the other hand, the size of the helix limits the maximal operating frequency, as shown in Figure 2.6a: the cutoff shifts towards lower frequencies as the diameter increases. At the same time, the interaction impedance decreases and the loss per period increases at the target frequency. As seen from (2.10), the rapid increase in losses near the cutoff is caused by the decreasing group velocity. A change of the helix pitch affects all parameters, but to a smaller extent than a similar change of the diameter. The dashed line in the dispersion plot, Figure 2.6a, is the beam line and represents the velocity of the electrons that have been accelerated by a voltage of 10560 V. The intersection of the beam line and the dispersion curve marks the point where the electrons and the wave obtain velocity synchronism and thus defines the nominal frequency of operation. The operating point can be tuned by changing the beam voltage. For the helix with a diameter of 26 µm the operating point is at a frequency of 825 GHz. The beam line and the dispersion curve intersect in a very small angle, which is an indication of a broad instantaneous bandwidth. The main information from Figure 2.6 concerning the helix with a diameter of 26 µm is summarized in Table 2.2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency, ( f )</td>
<td>825 GHz</td>
</tr>
<tr>
<td>Normalized phase shift, ( \phi )</td>
<td>0.60</td>
</tr>
<tr>
<td>Propagation constant, ( \beta_0 )</td>
<td>85109 m(^{-1})</td>
</tr>
<tr>
<td>Axial wavelength, ( \lambda_z )</td>
<td>73.8 µm</td>
</tr>
<tr>
<td>Periods per wavelength, ( N )</td>
<td>3.4</td>
</tr>
<tr>
<td>Beam voltage, ( V_b )</td>
<td>10560 V</td>
</tr>
<tr>
<td>Electron velocity, ( v_e )</td>
<td>0.20c</td>
</tr>
<tr>
<td>Interaction impedance, ( K_0 )</td>
<td>59 Ohm</td>
</tr>
<tr>
<td>Attenuation per period, ( \alpha )</td>
<td>0.13 dB</td>
</tr>
</tbody>
</table>

**Small-Signal Gain**

The slow wave structure is often modeled as a transmission line having a certain characteristic impedance (interaction impedance) and certain dispersion properties [30], [31]. The electron beam induces image currents onto the circuit which act as a source for a growing wave. The circuit voltage, on the other hand, is related to the axial electric field which interacts with the electron beam via Newton’s second law. The continuity equation completes
Figure 2.6: Cold parameters of the square helix slow wave structure for several helix diameters $l$: (a) dispersion, (b) interaction impedance and (c) attenuation.
the TWT interaction model. Alternatively, a more realistic, but mathematically more complicated, model involves the calculation of the electromagnetic fields from Maxwell’s equations, the boundary conditions for which are given by the geometry of the slow wave structure [16]. An analytic solution to the transmission line model exists in the small-signal region, where the current density, charge density and velocity of the electron beam may be expressed as a sum of a constant DC-component and a small time-harmonic AC-component. The three solutions of a third order characteristic equation,

\[ \delta^2 = \frac{1}{j \delta - b + j d} - 4QC, \]  

are related to complex propagation constants of traveling waves in the beam-circuit coupled system through the following definition:

\[ \Gamma \equiv j \beta_e (1 + jC \delta), \]  

where \( \beta_e \) is the electron beam propagation constant \( \beta_e = \omega/v_e \). The three solutions correspond to an exponentially growing wave, an exponentially decaying wave and a wave with a constant amplitude. The exponentially growing wave is responsible for the amplification in a traveling wave tube. The small-signal gain parameter \( C \) is defined as

\[ C = \left( \frac{I_b K_0}{4V_b} \right)^{1/3}. \]  

The cold velocity detuning parameter \( b \) in (2.11),

\[ b = \frac{v_e - v_p^2}{C v_p}, \]  

is useful for characterizing the relation between the difference in the phase velocities of the e-beam and the wave and the growth rate of the wave. The effect of space-charge forces is characterized through the parameter

\[ QC = \frac{\omega_q^2}{4C^2 \omega^2}, \]  

where the reduced plasma frequency in the electron beam is

\[ \omega_q = F \omega_p = F \sqrt{\frac{\eta p_e}{\epsilon_0}}, \]  

where \( F \) is the plasma frequency reduction factor introduced for finite electrons beams, \( \omega_p \) the plasma frequency, \( \eta \) the electron charge-to-mass ratio,
the DC charge density of the electron beam and \( \epsilon_0 \) the permittivity of free space. The plasma frequency reduction factor originates from the fact that the electric field of the space-charge in a finite electron beam has a transverse component producing fringing fields that do not take part in the bunching process. In the case of a solid cylindrical electron beam inside a circular waveguide, the reduction factor may be computed from the equation

\[
F = \frac{-0.7287 \left( \frac{r_a}{r_b} \right) + 1.3659}{\sqrt{1 + \frac{2.2227}{(\beta_e r_b)^2}}},
\]

(2.17)

where \( r_a \) and \( r_b \) are the waveguide and beam radii, respectively [56]. An expression for the reduction factor has been derived also in the case where the helix is not considered as a solid conducting wall [2]. The attenuation in the circuit is described by the loss parameter

\[
d = \frac{\alpha}{\beta_e C'},
\]

(2.18)

where \( \alpha \) is the loss per unit wavelength. The small-signal gain in decibels is

\[
G = A_1 + A_2 + BCN,
\]

(2.19)

where the initial loss factor is

\[
A_1 = 20 \log_{10} \left| \frac{\delta_1^2}{(\delta_1 - \delta_2)(\delta_1 - \delta_3)} \right|,
\]

(2.20)

the space charge loss factor is

\[
A_2 = 20 \log_{10} \left| \frac{\delta_1^2 + 4QC}{\delta_1^2} \right|,
\]

(2.21)

and the growing wave parameter is

\[
B = 54.6 \text{ Re} (\delta_1).
\]

(2.22)

The real part of \( \delta_1 \) describes the growth rate of the growing wave. \( N \) is the number of electronic wavelengths on the circuit

\[
N = \frac{\beta_e l}{2\pi},
\]

(2.23)

where \( l \) is the length of the slow wave structure. Using a beam voltage of 10560 V, a beam current of 2.7 mA and the simulated dispersion and loss characteristics from Figure 2.6, the small-signal gain computed from
(2.19) for a 4.7 mm long interaction structure is plotted in Figure 2.7a. It also presents the gain calculated with the multifrequency spectral Eulerian (MUSE) model of the free software package LMSuite [95]. The MUSE-model is also based on the transmission line description and as the application at hand does not need the advanced multifrequency properties of the model, it is not surprising that the results are in good agreement. However, a comparison with Figure 2.15b shows these predictions to deviate considerably from the results of 3D particle-in-cell (PIC) simulations.

The Eulerian fluid model of MUSE is not able to describe electron overtaking, which is a requirement for the saturation behavior prediction. However, the LMSuite package includes the LATTE model that takes a Lagrangian approach for modeling the electron beam. The LATTE model predicts a maximum saturated gain of 18 dB for a 3.9 mm long interaction structure at 825 GHz when an input power of $-3$ dBm is used (Figure 2.7b). PIC simulation results do not show signs of saturation for the same e-beam and input signal configuration even at 4.7 mm. Due to the huge amount of computing time required for PIC simulations, a quicker method for approximating the performance of a designed tube would be desirable. Unfortunately, in the case of the square helix, the accuracy of the Pierce theory or the LMSuite are not sufficient, although the potential of LMSuite should be investigated further. Aside from the fact that the transmission line model is one dimensional, several other error sources can be identified: the losses in the eigenmode simulation are calculated with the perturbation method [78], the plasma frequency reduction factor is calculated for an electron beam inside a conducting cylinder and an on-axis interaction impedance is used instead calculating an average value over the cross-section of the e-beam.

Figure 2.7: (a) Small-signal gain (Pierce-theory and MUSE), (b) gain as a function of the interaction structure length (LATTE).
Nevertheless, (2.13) and (2.19) show that higher gain may be obtained by increasing the length of the interaction structure and by maximizing the interaction impedance and the beam current while minimizing the beam voltage. Naturally, saturation prevents the gain from being increased infinitely by making the structure longer, as shown by the LATTE simulation. A high interaction impedance is obtained by placing the electron beam in a region of strong axial electric field. As seen from (2.3), a higher beam current for a fixed beam radius requires a stronger magnetic focusing field. A viable way for creating very uniform magnetic fields in the excess of 1 T with rare-earth permanent magnets is to utilize magic spheres [59]. The magnetic field is created inside a cavity in the center of the sphere, and although no theoretical upper limit is predicted for the field amplitude in this configuration, the size and weight of the magnet may increase to unpractical dimensions. Figure 2.8 illustrates the dependence of the magnetic field strength and the magnet mass on the radius of the magnet. Reference [22] suggests a configuration, where the electron beam propagates on top of the helix rather than in the center of it. The configuration allows a bigger beam diameter and a higher beam current for the same magnetic field when compared to the conventional approach.

![Figure 2.8: (a) Magic sphere from [59] and (b) its magnetic field and mass as a function of the outer radius. A cavity radius of 15 mm is assumed.](image)

### 2.2.3 Input/Output Couplers

A coupling structure is needed at both ends of the slow wave structure for guiding the input signal to the helix and the amplified signal out of the helix.
with as small losses as possible. Additionally, the coupling structure is not allowed to block the electron beam. The electric field is directed radially in the vicinity of the helix wire, like the field of a TEM mode in a coaxial line (Figure 2.9a), and thus a transition to a coplanar waveguide (CPW) is a natural choice (Figure 2.9b). The ground planes appear from the side walls of the enclosure surrounding the helix and the wire forming the helix becomes the center conductor of the CPW. The ground planes and the center conductor are tapered linearly until the desired widths are attained.

A waveguide interface allows signal coupling to other terahertz components or devices, and therefore a second transition from the CPW to a rectangular WR-1.2 waveguide (305 $\mu m \times 152 \mu m$) is included in the coupling structure. The transition is realized using either a post [82], a patch [60] or a ridge [20],[76]. Each alternative is illustrated in Figure 2.10.

![Electric field patterns](https://via.placeholder.com/150)

**Figure 2.9:** Electric field patterns of (a) a TEM mode in a coaxial line, (b) coplanar waveguide mode of the CPW (odd mode), (c) coupled slotline mode of the CPW (even mode).

The post in Figure 2.10a is connected to the center conductor of the CPW. The substrate is embedded in the waveguide so that the metallization of the CPW is on the same level as the waveguide ceiling. The post penetrates the substrate and enters the waveguide through the center of the broad wall. The length of the post, 93 $\mu m$, and the distance to the waveguide end (short circuit), 35 $\mu m$, are selected to maximize the return loss at 825 GHz. The symmetry of the transition ensures that the excitation of the undesired coupled slotline mode of the CPW (Figure 2.9c) is weak. Coupling to a parasitic parallel plate mode (fields concentrated in the substrate) is prevented by employing vias. This is also done in the case of the other two transitions. The simulated S-parameters of the coupler in a back-to-back configuration, with two helix periods included, are shown in Figure 2.10b. The bandwidth is here defined as the frequency range, within which $S_{11} < -15$ dB. In this case, the bandwidth is 50 GHz (6%), and the insertion loss at 825 GHz is 1.0 dB.

The E-plane patch probe is visualized in Figure 2.10c. It is a planar probe
which makes it the most appealing from the manufacturing point of view. The face of the patch probe points to the side wall of the waveguide, but the transitions works almost as well when the waveguide is aligned so that the patch faces the waveguide port (marked in red). Strong coupling to the coupled slotline mode takes place at frequencies above 820 GHz, which can be reduced about 15 dB by connecting the ground planes of the coplanar waveguide with an air bridge. The back-to-back S-parameters in Figure 2.10d exhibit broadband performance. The bandwidth is over 144 GHz (17%), and the insertion loss at 825 GHz is 1.2 dB.

The third transition in Figure 2.10e is based on a ridge waveguide. The ridge has a cosine-type profile. The use of a linear profile requires substantial modification of the configuration before good performance can be achieved. The fabrication of the transition is more demanding than that of the two other types. However, due to the symmetry, a cumbersome air bridge is not necessary. Figure 2.10f shows the S-parameters: when only the region around 825 GHz is considered, the bandwidth is 70 GHz (8%), and the insertion loss at 825 GHz is 1.4 dB.

The patch- and ridge-couplers would allow the helix slow wave structure to be used in fuller potential, but unfortunately the exploitation of these coupling structures in the simulations of a complete traveling wave tube led to oscillations. The reason for the instability, whether physical or computational, is still unknown. The traveling wave tube simulations presented below are therefore based on the post-coupler.

### 2.2.4 Cold Simulations

A square helix traveling wave tube with 215 periods and post-couplers at the input and output is illustrated in Figure 2.11. The simulation domain surrounding the structure is filled with a perfect electric conductor material. The structure width $w$ may be larger through the use of a wider substrate to allow easier manufacturing, but it is limited in the simulation in order to shorten the computing time. The fields on the helix SWS, however, are not affected by this change.

Figure 2.12a shows a snapshot of the electric vector field on a cut plane through the center of the helix. The amplitude of the axial field component is four times greater than the transverse component on the helix axis and 2.5 times greater at the distance of the e-beam radius (see next section). The on-axis wavelength of the axial electric field at 825 GHz is calculated for several mesh settings. A helix is meshed with a local mesh, the grid lines
Figure 2.10: Coupling structures for the square helix SWS: (a) post-coupler, (c) patch-coupler and (e) ridge-coupler. The corresponding simulated S-parameters in back-to-back configuration are shown on the right. The inset at the lower right corner of panel (a) shows the dimensions of the coplanar waveguide in micrometers.
Figure 2.11: A traveling wave tube with post-couplers. The dimensions are $h = 0.08 \text{ mm}$, $L = 5.1 \text{ mm}$ and $w = 0.4 \text{ mm}$ for a tube with 215 SWS periods (the actual number in this figure is smaller).

of which have a distance $p/(2N_m)$ in transversal direction and $p/N_m$ in the axial direction. The parameter $N_m$ therefore defines the number of mesh cells per helix period in the axial direction. The density of the mesh outside the helix region is set by the parameter $m$ which defines the minimum number of grid lines per wavelength for the highest frequency used in the simulation. The axial wavelength is not constant for the whole helix length, but varies about $\pm 2 \mu m$ from one wavelength to another. Figure 2.12b indicates that as long as $N_m \geq 8$ and $m \geq 22$ these parameters have only a small effect on the wavelength. The mean wavelength is about $70 \mu m$, or about $3.5 \mu m$ less than in the eigenmode simulation. The simulator does not completely prioritize the local mesh over the global mesh, and therefore also the parameter $m$ has an effect on the wavelength.

The dependence of S-parameters on the mesh parameters is illustrated in Figure 2.13. The parameter $m$ does not have significant effect on the loss for values greater than 19. Although axial wavelength was not affected by $N_m$ for values over 6, the losses increase notably.

### 2.2.5 Particle-In-Cell Simulation

Mesh parameters are set to $N_m = 8$ and $m = 22$ in order to reduce the time required for particle-in-cell simulation runs. These settings allow one data point to be obtained in about 30 hours with an Intel CORE i7 970 worksta-
Figure 2.12: (a) The electric field of the square helix SWS, (b) the effect of mesh parameters on the axial wavelength. Red is the maximum, blue is the mean and green is the minimum wavelength found along the helix SWS.

The deviation of the axial wavelength from the prediction given by the eigen-mode simulation necessitates a change of the beam voltage. The phase velocity of the wave is given by

\[ v_p = \lambda_z f, \tag{2.24} \]

where \( \lambda_z \) is the axial wavelength and \( f \) the frequency. Requiring velocity synchronism, the beam voltage corresponding to \( v_p \) is obtained from (2.1). For a frequency of 825 GHz and a wavelength of 70 µm, the beam voltage is about 9500 V. A beam voltage sweep in Figure 2.15a shows that the voltage maximizing the gain is 9650 V.

Small-signal gain as a function of frequency for the parameters given in Table 2.3 is plotted in Figure 2.15b. A maximum gain of 18.3 dB is achieved at the frequency of 825 GHz. The matching of the couplers and the conduction loss of the helix are expected to be sufficient for eliminating any harmful
Figure 2.13: The effect of the mesh parameter (a) $m$ ($N_m = 8$) and (b) $N_m$ ($m = 22$) on the S-parameters.

Figure 2.14: Input end of the traveling wave tube showing the beam inside the helix and the orientation of the focusing magnetic field.

oscillations, hence the use of a sewer has been omitted. A 3-dB instantaneous bandwidth of 69 GHz (8%) demonstrates the broadband operation of the square helix SWS.

Output power and gain as a function of input power at 825 GHz are shown in Figure 2.15c; otherwise the same parameters as in Table 2.3 are used. The saturation occurs at an input power of 13 dBm when the electron bunches have lost so much kinetic energy that they start slipping out of the decelerating phase of the axial electric field. The saturated output power and the
power added efficiency (Figure 2.15d),

$$\eta_{P_{AE}} = \frac{P_{out} - P_{in}}{P_{DC}},$$  \hspace{1cm} (2.25)

are 28 dBm and 2.2\%, respectively. A depressed collector is not used, and the beam is let to collide with the envelope wall at the output end of the tube. However, already when the input power exceeds 9 dBm ($P_{out} = 25.8$ dBm), the helix starts to intercept the e-beam: strong space charge forces at end of the tube cause the beam to expand. Considering the thickness of the wire, this would have fatal consequences in the realized device.

<table>
<thead>
<tr>
<th>$V_b$ [V]</th>
<th>$I_b$ [mA]</th>
<th>$r_b$ [\mu m]</th>
<th>$B$ [T]</th>
<th>$P_{in}$ [dBm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>9650</td>
<td>2.7</td>
<td>8.5</td>
<td>1</td>
<td>-3</td>
</tr>
</tbody>
</table>
Figure 2.15: Gain as a function of (a) voltage, (b) frequency and (c) input power. Also the output power is shown in panel (c). Panel (d) shows the power added efficiency.
2.3 Frequency Multiplication

Linearization of traveling wave tubes employed in satellite communication applications at microwave frequencies has received much attention due to increasing data rate demands. Harmonic distortion is a problem especially in very broadband traveling wave tubes operated at the lower end of the operating band, because the harmonic signals may also reside within the operating band and become amplified [31]. In this section, which is based on [50], the possibility of exploiting the harmonic distortion in a terahertz traveling wave tube to perform frequency multiplication is considered: would a significant amount of power be produced even if the harmonic frequencies did not reside within the operating band?

The output response of a nonlinear device may be written as

$$v_o = a_0 + a_1 v_i + a_2 v_i^2 + a_3 v_i^3 + \ldots,$$

(2.26)

where $v_i$ is the input voltage and $v_o$ the output voltage. For an ideal linear amplifier $a_1 > 1$ and all the other coefficients are zero. A sinusoidal input voltage at a frequency $\omega_0$,

$$v_i = V_0 \cos(\omega_0 t),$$

(2.27)

applied to the input of a nonlinear amplifier generates an output voltage

$$v_o = a_0 + a_1 V_0 \cos(\omega_0 t) + a_2 V_0^2 \cos^2(\omega_0 t) + a_3 V_0^3 \cos^3(\omega_0 t) + \ldots$$

$$= \left(a_0 + \frac{1}{2} a_2 V_0^2 + \frac{3}{8} a_4 V_0^4\right) + \left(a_1 V_0 + \frac{3}{4} a_3 V_0^3\right) \cos(\omega_0 t)$$

$$+ \left(\frac{1}{2} a_2 V_0^2 + \frac{1}{2} a_4 V_0^4\right) \cos(2 \omega_0 t) + \frac{1}{4} a_3 V_0^3 \cos(3 \omega_0 t)$$

$$+ \frac{1}{8} a_4 V_0^4 \cos(4 \omega_0 t) + \ldots$$

(2.28)

The output signal is distorted and contains harmonic components at frequencies $2\omega_0, 3\omega_0, \ldots$. Furthermore, the gain of the fundamental frequency component is dependent on the higher order coefficient $a_3$,

$$G_{\omega_0} = \frac{v_o(\omega_0)}{v_i(\omega_0)} = \frac{a_1 V_0 + \frac{3}{4} a_3 V_0^3}{V_0} = a_1 + \frac{3}{4} a_3 V_0^2,$$

(2.29)

which models the saturation of the amplifier, or the decrease of gain at higher input voltage levels, because of the negative sign of the coefficient. Similarly,
the conversion gain from the fundamental frequency to the second harmonic frequency is

\[ G_{2\omega_0} = \frac{v_{0,2\omega_0}}{v_{1,\omega_0}} = \frac{\frac{1}{2}a_2V_0^2 + \frac{1}{2}a_4V_0^4}{V_0} = \frac{1}{2}a_2V_0 + \frac{1}{2}a_4V_0^3 \]  

(2.30)

and hence dependent on the input signal amplitude in all circumstances.

### 2.3.1 Nonlinearity in a Traveling Wave Tube

Newton’s second law and the continuity equation govern the motion of the electrons in the e-beam. The equations are, respectively,

\[
\begin{align*}
\frac{\partial \nu}{\partial t} &= -\nu \frac{\partial \nu}{\partial z} - \eta E_z \\
\frac{\partial \rho}{\partial t} &= -\frac{\partial}{\partial z} (\rho \nu)
\end{align*}
\]  

(2.31)

(2.32)

where \( \nu \) is the electron velocity, \( \eta \) the electron charge-to-mass ratio, \( E_z \) the axial electric field component and \( \rho \) the electron charge density. The contribution to the axial electric field by the space charge is neglected in (2.31).

The electrons are located in accelerating or decelerating phases of the axial electric field. The interaction between the field and the electrons is continuous as the electrons move in the vicinity of the SWS. The accelerating and decelerating forces and the fact that the electrons are adjusted to travel slightly faster than the wave cause the electrons to start forming bunches in decelerating phases of the electric field. Velocity and density modulations of the e-beam develop simultaneously, and the products in the first terms on the right side of (2.31) and (2.32) manifest the nonlinear nature of the modulation process.

The electron beam propagating from the cathode to the collector in a vacuum forms a convection current

\[ I = AJ = A\rho \nu \]  

(2.33)

where \( A \) is the area of the beam cross section and \( J \) the current density. The modulated beam current induces the growing wave onto the slow wave structure and therefore the current distortions are transferred to the wave. Equation (2.33) shows that the modulation in the e-beam current is determined by the product of the modulated charge density and the modulated velocity,
meaning that the generation of harmonic distortion can not be avoided in a traveling-wave tube. In the small-signal regime, the electron bunches are located in decelerating phases of the electric field and their kinetic energy is transformed into electromagnetic energy of the wave, the amplitude of which grows exponentially. At the same time the electron bunches become denser and denser, the charge density more and more non-sinusoidal, and the harmonic content of the e-beam consequently increases. In the beginning of the large signal regime, the bunches have given so much of their kinetic energy to the wave that some of the electrons start to slip out of the decelerating phase of the field. These electrons then extract energy from the wave which causes the growth rate of the wave amplitude to decrease. When enough electrons reside in the accelerating phase of the field, the amplitude growth ceases and saturation occurs. The break up of the electron bunches at saturation increases the harmonic distortion in the tube.

The saturation manifests itself also through the 1 dB compression point (AM/AM distortion). The bunching process becomes quicker as the input power is increased and the start of the large signal region and the saturation point shift closer to the input end of the TWT.

2.3.2 Structure of the Traveling Wave Tube

Figure 2.16 shows the dispersion of the two lowest modes and the beam line for a beam voltage of 10360 V. The operating frequency is 850 GHz. Wave propagation along the helix at the frequency of the second harmonic (1700 GHz) is possible, but no amplifying interaction with the electron beam will take place.

The total number of SWS periods in the TWT considered in this section is 176, corresponding to a length of 3.9 mm. Ideal copper conductivity of $5.8 \cdot 10^7$ S/m is used. A prefocused electron beam with a radius of 8.8 µm and a current of 5.5 mA centered on the helix axis is employed. The focusing axial magnetic field has a strength of 1.4 T. The transitions from the coplanar waveguide to the rectangular waveguide have been removed, and lumped ports connected between the ground (i.e. the boundary of the simulation domain modeled as a perfect electric conductor) and the center conductor of the coplanar waveguide are used at the input and output to generate and detect the signal.
2.3.3 Simulated Nonlinearity

A continuous sine wave at the frequency of 850 GHz is used as an input signal, and the nonlinearity in the TWT is studied by increasing the input signal power from -10 dBm to 22.4 dBm and by taking the Fourier transform of the voltage at the output port (marked with a red cone in Figure 2.17) once a steady state has been attained. Figure 2.17 shows the velocity modulation of an electron beam propagating inside the helix SWS. The electron line number density as a function of the axial position for an input power of 22.4 dBm is shown in Figure 2.18. The density modulation due to electron bunching is sinusoidal in the beginning, but becomes clearly nonlinear already before 1000 µm as the bunches become denser. The number density between the bunches must naturally sink below the DC beam density (axial position 0 µm), which is also seen in the figure. The phase of the axial electric field component relative to the density peaks in the small-signal region is shown: the bunches are located in the retarding, i.e. positive, phases of the field. The line density starts to decrease soon after 3000 µm, and the splitting of the density peak tips into two parts after 3500 µm is a sign of electrons overtaking each other [4]. It is evident that the input signal is sufficiently powerful for saturating the tube with the given SWS length.

Figure 2.19a shows the AM-AM curve and the gain for the fundamental frequency (850 GHz), while Figure 2.19b shows the AM-AM curve and the conversion gain for the 2nd harmonic (1700 GHz). These figures also show the fit of (2.29) and (2.30) to the respective gain curves. The equations model the gain well, and the obtained coefficients $a_i$ (see the figure caption) can be used to predict, for example, the intermodulation distortion.
Figure 2.17: Velocity modulated e-beam propagating inside the helix SWS.

Figure 2.18: Electron line number density along the helix axis for an input power of 22.4 dBm. The axial component of the electric field (arbitrary y-scale) shows the phase of the field relative to the electron bunches.
in the tube. Power saturation in Figure 2.19a occurs at an input power of 21 dBm. Figure 2.20a and Figure 2.20b present the power added efficiency at the fundamental frequency and the conversion efficiency to the 2nd harmonic (the ratio of the output power at the second harmonic to the input power at the fundamental frequency), respectively. A maximum conversion efficiency of 8.2\% to the 2nd harmonic is achieved with an input power of 15.8 dBm. However, as a consequence of local beam expansion due to strong space charge forces at the end of the interaction region, beam interception on the SWS occurs at input power levels greater than 15 dBm. This would most likely melt the thin copper wire and cause the failure of a real device. Therefore a conversion efficiency of 7.4\% with an input power of 14.0 dBm is considered more realistic, which is comparable to the conversion efficiency of 4\% of a 1500 GHz solid-state doubler given in [13]. The maximum conversion efficiency to higher harmonics was well below 0.1\%. The losses are underestimated in the simulations because of ideally smooth material surfaces. Additionally, the output matching is not optimized at the frequency of the second harmonic, and therefore the simulated conversion efficiencies should be regarded as order of magnitude estimates.

Figure 2.19: AM/AM curve (blue, left y-axis) and the associated gain at (a) the fundamental frequency at 850 GHz and at (b) the second harmonic component at 1700 GHz. The dashed curves show (2.29) and (2.30) with coefficients $a_1 = 6.8$, $a_2 = 4.3$, $a_3 = -24.2$ and $a_4 = -37.7$.

### 2.3.4 Frequency Doubler Chain

The generation and amplification of harmonic frequencies in a two-stage TWT has been demonstrated in [5], while two-stage gyro-TWTs have been
studied more recently e.g. in [15]. The common principle for both amplifier types is that the first stage generates harmonic frequency components in the electron beam. The beam then enters the second stage, where the conditions are adjusted to be such that a wave at a particular harmonic frequency is induced and amplified. The gyrofrequency, and thus the magnetic field, is essential in the operation of a gyro-TWT, and the advantage of frequency multiplication arises from the fact that the magnetic field required to generate output power at a specific frequency is reduced by a factor equal to the harmonic number.

In order to illustrate the capabilities of a single-stage 850-GHz TWT as a frequency doubler, the configuration shown in Figure 2.21 is considered. A solid-state frequency-multiplied source such as the one described in [62] is thought to produce the input power $P_0$. The source is capable of providing 0 dBm at 850 GHz at room temperature. The input signal is first amplified in a traveling wave tube identical to the one used in frequency doubling. Referring to Figure 2.19a, the gain of the TWT amplifier at 0 dBm input power is 16.5 dB. If 16.5 dBm were fed into the second TWT operating as a frequency doubler, beam interception would occur, as mentioned in Section 2.3.3. The input power is therefore reduced to $P_0 = -2.5$ dBm. The power of the fundamental frequency at the amplifier output is now $P_1 = 14.0$ dBm and, at the end of the chain, the power $P_2 = 2.7$ dBm is obtained at the second harmonic at 1700 GHz. For comparison, solid-state multiplier chains are able to provide not more than -20 dBm at room or -10 dBm at cryogenic temperature at this frequency [12]. However, the preamplifier is essential for achieving the high performance. Without it, the output power drops to
-22 dBm for an input power of 0 dBm.

![Diagram](image)

Figure 2.21: A frequency doubler chain utilizing TWTs for THz-amplification and frequency doubling.

### 2.3.5 Results

Particle-in-cell simulations have been performed in order to study harmonic distortion in a traveling wave tube with a square helix slow wave structure operating at 850 GHz. The maximum output power at the second harmonic frequency (1700 GHz), 2.7 dBm, is achieved when the tube is driven with an input power of 14 dBm, which corresponds to a conversion efficiency of over 7%. Even though this value should be considered as an order of magnitude estimate because of the underestimated losses and the non-optimized output matching, it indicates that a traveling wave tube could function as a frequency doubler that produces a notable amount of local oscillator power at frequencies in the excess of 1 THz, despite the lack of amplifying interaction between the e-beam and the second harmonic signal. The harmonic frequency signal can be extracted by coupling the output signal to a rectangular waveguide with such dimensions that the cutoff frequency is higher than the fundamental frequency. The fundamental frequency is reflected, and an isolator or a sewer needs to be employed to avoid oscillations in the doubler tube. This, as well as a study on the e-beam and slow wave structure parameters in order to improve the conversion efficiency, should be addressed in the future.
2.4 1-THz Cascade Backward Wave Amplifier

The amplification in a traveling wave tube is based on the synchronism between an electron beam and a wave in the forward wave regime of the dispersion curve where the phase and the group velocities have the same direction. Synchronism can also be achieved in the backward wave regime where the velocities are in the opposite directions, as illustrated in Figure 2.22a. A backward wave tube may function as an amplifier or as an oscillator. The commencement of oscillations is determined by the amount of beam current when the interaction structure length is fixed, or by the length when the beam current is fixed. The consequence is that the higher the gain of a backward wave amplifier, the closer it is for breaking into oscillation. The gain of a single-stage backward wave amplifier is limited due to this property. As the dispersion diagram suggests, the instantaneous bandwidth of the backward wave amplifier is narrow, but the operating point can be tuned with the beam voltage.

The cascade backward wave amplifier (CBWA), the schematic of which is shown in Figure 2.22b, overcomes the gain limitation [19]. The amplifier consists of two sections in which backward wave interaction takes place. The first one, at left in Figure 2.22b, is a conventional backward wave amplifier with a matched load at the output port near the electron gun. The RF input signal modulates the electron beam only to a moderate extent, so that the gain stays well below the oscillation condition. The density modulated electron beam flows then through a drift tube to the second section where enhancement of the beam modulation is performed. The drift tube provides high isolation between the two sections for the RF wave. As the beam is premodulated, the second section provides a higher gain than the first section with the same interaction structure length.

In comparison to the forward wave regime, operation in the backward wave regime allows a longer SWS pitch, which is attractive when realizing THz vacuum electron devices with microfabrication. A first-of-its-kind 1-THz CBWA has been developed within the European project OPTHER (Optically driven terahertz amplifiers) [71], [70]. In the following, a brief description of the double-corrugated waveguide slow wave structure [68] utilized in the amplifier of the OPTHER project is given, and then the focus is set on the design of efficient input/output couplers and on the measurement of slow wave structure losses.
2.4.1 Slow Wave Structure

One period of a double-corrugated waveguide SWS is illustrated in Figure 2.23. The electron beam is centered between the corrugations and with respect to the waveguide height as illustrated in the inset. The dimensions of the structure are given in Table 2.4. The structure lends itself to two-dimensional microfabrication and provides strong interaction with a cylindrical electron beam.

Figure 2.23: One period of a double-corrugated waveguide SWS.

Table 2.4: Dimensions of the double-corrugated waveguide SWS.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>50</td>
<td>58</td>
<td>20</td>
<td>40</td>
<td>20</td>
</tr>
</tbody>
</table>
2.4.2 Input/Output Couplers

The input wave arrives at the slow wave structure in a rectangular waveguide. The interface between the waveguide and the SWS represents a mismatch for the propagating wave and a matching structure has to be implemented to avoid power reflection. As the geometry of the SWS is similar to the input/output waveguide with the difference of the periodic loading elements (i.e., the corrugations), the matching can be realized by an intermediate section, in which some physical dimension of the corrugations is gradually tapered [99]. The matching performance improves as the taper length increases. A direct quasioptical way of feeding a corrugated SWS similar to the DCW-SWS has been considered in [100], but an antenna is needed to convert the free space wave to the guided wave of the SWS also in that case.

Figures 2.24a and 2.24c show two matching sections in a lowered WR-1.0 waveguide (254 µm × 80 µm): tapering of the height of the double corrugations and tapering of the distance between the two elements of the double corrugations. The length of the tapering section should be as short as possible to minimize the losses and to ensure that the beam-current modulation is not degraded as the e-beam passes through the coupling region and the drift tube. A limiting length of 475 µm, corresponding to 12 double corrugations in the axial direction, is chosen. The S-parameters of the tapers in a back-to-back configuration are simulated, and the results in Figures 2.24b and 2.24d show the height taper to be superior in terms of both insertion and return loss. This is related to the fact that height tapering takes place in the middle of the waveguide, where the field of the TE<sub>10</sub> mode is the strongest. The rapid deterioration of the performance at the high frequency end of the band is related to the cutoff of the slow wave structure passband. The S-parameter plots depict also the performance of a taper with 25 periods. Even though the return losses of both tapers improve, it is the distance taper that benefits more from the extra length.

The evolution of the electric field in the distance taper is illustrated in Figure 2.25. The transformation of a TE<sub>10</sub> mode (arrows pointing into or out of the page) to a hybrid mode of the double corrugated SWS with an axial component between the corrugations is clearly seen in Figure 2.25d.

Unfortunately, the manufacturing of the height taper is difficult with established two-dimensional microfabrication techniques such as lithography. For each step in the height dimension, a different mask is required. This would increase the fabrication costs, but perhaps even more importantly, due to the small feature sizes in the terahertz region, the alignment accuracy of
Figure 2.24: (a) and (c) show the schematics of the height and distance tapers, while (b) and (d) are the corresponding back-to-back S-parameters. The taper length is 12 periods for the solid lines and 25 for the dashed lines.

Figure 2.25: Electric vector field in the distance taper: (a)–(c) evolution in the transverse plane, (d) top view.
the masks should be better than a few micrometers. Another possibility to realize the height tapering would be an exposure of the structure from two perpendicular directions, but also this method requires extreme rotational and alignment accuracy.

The use of distance tapering avoids these problems since the whole structure, the matching sections and the slow wave structure, could be realized in one step. In order to obtain better performance in the shortest possible length, another matching section is designed: the distance between the corrugations in transverse direction is tapered nonlinearly, and one side of each corrugation is connected to the waveguide side wall in order to reduce the insertion loss. Small changes, in the order of a couple of micrometers, in the pitch of the corrugations in the axial direction help to improve the overall performance. The schematic of the taper is shown in Figure 2.26a and the simulated S-parameters in 2.26b. The return loss is clearly above 10 dB over most of the WR-1.0 band ($\Delta f = 250$ GHz), and the average insertion loss is approximately 1 dB lower than the one provided by distance tapering with 12 periods. A scanning electron microscope (SEM) image of the input/output coupling region realized with X-ray LIGA is shown in Figure 2.27a. The drift tube connecting the two sections of the cascade backward wave amplifier is seen in the center and the dual-mode horns, discussed in the next section, are seen at left and right. A close-up of the taper is shown in Figure 2.27b.

Figure 2.26: (a) Schematic of the hybrid taper, (b) S-parameters in back-to-back configuration.
2.4.3 Measurement of Losses

The gain of the amplifier depends on the length of the SWS. In order to select the correct length for reaching the desired gain, the loss per SWS period must be known. It may also occur that the loss per period is too high, so that the realization of the amplifier is not possible with the given specifications.

As the operating frequency increases, the penetration depth of electromagnetic fields into a conductor decreases, and the current flow concentrates more and more on the surface, which is seen from the formula for current density,

$$\vec{J} = \sigma \vec{E},$$  \hspace{1cm} (2.34)

where $\sigma$ is the conductivity. The skin depth is the depth at which the fields have decayed to a $1/e$ fraction of the value at the surface, and it is given by the equation

$$\delta = \frac{1}{\sqrt{\pi f \mu \sigma}},$$  \hspace{1cm} (2.35)

where $f$ is the frequency and $\mu$ the permeability. Assuming the conductivity of copper, $5.8 \cdot 10^7$ S/m, and a frequency of 1 THz, the skin depth is only 66 nm. If the surface roughness of the conductor is of the same order or greater than the skin depth, the currents on the surface end up following a crooked path causing a higher effective resistivity and losses than a smooth surface.

Three slow wave structure samples having lengths of 4 mm, 6 mm and 8 mm, corresponding to 100, 150 and 200 double corrugations, have been realized.
with X-ray LIGA (Figure 2.28a). These numbers do not include the matching sections at the input and output of the SWS. They utilize the distance taper and have a length of 25 corrugations each (Figure 2.28b). The S-parameters of each structure in both directions ($S_{11}$, $S_{21}$, $S_{22}$, $S_{12}$) have been measured with a vector network analyzer from Agilent and WR-1.0 (750–1100 GHz) extenders from Virginia Diodes. Point-wise and sweep averaging have been used, and they yield very similar results. The measured S-parameters of 4 mm and 8 mm samples are shown in Figure 2.29a and 2.29b, respectively. The parameters $S_{21}$ and $S_{12}$ are around -40 dB, also in the case of the 10 mm sample, even though a difference of clearly over 10 dB is expected. The power gain in decibels is calculated for both directions in the case of each structure,

$$G_{21} = 10 \log \frac{|S_{21}|^2}{1 - |S_{11}|^2},$$

$$G_{12} = 10 \log \frac{|S_{12}|^2}{1 - |S_{22}|^2},$$

from which the average $G_a$ is calculated. The average gains of two structures having different lengths are subtracted from each other, and the result is divided by the difference in the number of periods ($N$) to obtain the gain per period:

$$G_{cell} = G_{a,\text{long}} - G_{a,\text{short}} \frac{1}{N_{\text{long}} - N_{\text{short}}}.$$  

As the matching sections are theoretically identical, their contribution is cancelled out. The loss per period, $-G_{cell}$, should be positive and show an increasing trend with the frequency as the cutoff of the slow wave structure is approached, but such loss characteristics is not observed in Figure 2.29c which presents the loss per cell calculated from the S-parameters of the 4 mm and 8 mm samples.

In order to understand the reason behind the unexpected results, a series of simulations based on the 4 mm sample is undertaken. Visual inspection of the realized 4 mm structure reveals variations in the height of the corrugations. Consequently, the height of three subsequent corrugation pairs is increased in the simulations. The evolution of S-parameters for excess heights from 0 µm to 15 µm is shown in Figure 2.30, and it can be seen that three corrugation pairs with an excess height of 15 µm attenuate the transmitted signal to the level found in the measurements. The evolution of the insertion loss with height results from the fact that the operating band is defined by the height of the corrugations, and an increase in height causes a proportional shift of the upper cutoff towards lower frequencies. The position of the corrugations
Figure 2.28: (a) Loss measurement samples, (b) slow wave structure and matching section inside the samples.

Figure 2.29: S-parameters of a) 4 mm and b) 8 mm samples, and c) the loss per period.

has naturally an influence on the results; in this case, the teeth were located in the middle of the SWS causing $S_{11}$ and $S_{21}$ to be identical with $S_{22}$ and $S_{12}$, respectively. In addition to the height variations, some of the corrugations in the realized structures are missing, as made apparent by Figure 2.31a. The location of a missing corrugation pair does not affect the simulated $S_{21}$, meaning that $S_{12}$ is identical to $S_{21}$. The insertion loss increases as shown in Figure 2.31b, but this time not due to the shift of the cutoff frequency. A significant decrease in $S_{11}$ is observed in Figure 2.31c when two subsequent corrugation pairs are missing. The closer the defect is to the input port, the stronger is the effect. The distance to both ports is approximately equal for $z = 48$ and the $S_{22}$ in Figure 2.31d consequently becomes equal to $S_{21}$. The variation of the S-parameters could, in principle, be used to locate the position of the defect, at least in the case of a shorter structure with less unknown variables. It is concluded that the manufacturing quality of the slow
wave structures has to be improved, especially in terms of height variations. The task is highly demanding, considering the number of corrugations.

Despite the setback in measuring the losses at 1 THz, an estimation of losses for the PIC simulations has been obtained by realizing large scale models with different lengths at 10 GHz and 100 GHz and by determining the loss per period from the S-parameter measurements as described above. Knowing that the conductor loss increases proportionally to the square root of the frequency, the results are extrapolated to 1 THz. A reduction of copper conductivity by a factor of $\sqrt{2.25}$ is required in the eigenmode simulations to obtain an agreement between the measured and simulated loss.

![Graph](image_url)

**Figure 2.30:** Simulated effect of excess height on (a) $S_{11}$ and (b) $S_{21}$. 
Figure 2.31: (a) Measurement sample with missing corrugations at the throat of the SWS, and the simulated effect of two missing corrugation pairs on S-parameters at different distances from the throat (given in number of periods): (b) $S_{21}$, (c) $S_{11}$, (d) $S_{22}$. The total length of the structure is 102 periods. Curves ref are for the structure with no defects. In order to make the overall behavior of $S_{11}$ and $S_{22}$ better visible, deep notches have been removed by applying a 15-point rolling average (the total number of points is 1001).
2.5 Dual-Mode Horn

Several methods to couple the signal from a slow wave structure to a rectangular waveguide have been presented in the previous sections. As the slow wave structure is situated inside a vacuum envelope, it is necessary to guide the wave through a vacuum window at some point. The small size of a rectangular waveguide at 1 THz makes the mounting of a vacuum window inside the waveguide difficult. This section, based on [53], presents a design of a horn antenna with an integrated vacuum window in the flaring section of the horn, which allows the use of a larger window size. The horn is attached to the rectangular waveguide of an input/output coupler. Work on a multimode horn with a sapphire window for a THz-backward wave oscillator has been presented in [73].

2.5.1 Introduction

Dual-mode horn antennas (Potter horns) [77],[89] are able to launch a beam with near-Gaussian qualities. While coupling to the fundamental Gaussian mode is somewhat stronger in corrugated horns, the manufacturing of dual-mode horns is much less complicated. A discontinuity in a circular waveguide at the throat of the horn is used to excite a higher order mode (TM$_{11}$) with a certain amplitude. The horn length and opening angle are then selected to match the phases of the initial TE$_{11}$ mode and the excited TM$_{11}$ mode at the horn aperture, which leads to the desired radiation properties. The in-phase condition limits the bandwidth to below 10%. Figure 2.32 illustrates the superpositioning of the fields at the output aperture.

A dual-mode horn design suitable for terahertz frequencies is described in [75], but as the vacuum window inside the horn disturbs the amplitude ratio and phase difference of the modes, the horn geometry has to be modified accordingly. The vacuum tube assembly shown in Figure 2.34 is such that a gap exist between the slow wave structure block and the vacuum envelope. The gap enables the sliding of the SWS block into the envelope, but causes further phase and amplitude disturbance.

2.5.2 Structure

Figure 2.34 shows the designed dual-mode horn that has been attached to the output waveguide of the CBWA. A close-up of the throat region of the
Figure 2.32: Electric field amplitude distributions of TE$_{11}$ and TM$_{11}$ modes and their superposition in a circular waveguide. The high-amplitude field regions (red) at the top and bottom of panel (b) have an opposite phase which leads to field cancellation at these regions in the total field in panel (c). Similarly, the direction of the field vectors in panel (e) is opposite to the direction of the field in panel (d).

The horn is presented in Figure 2.35, and the numerical values related to this figure are given in Table 2.5. A rectangular waveguide coming from the SWS is transformed into a circular waveguide, directly after which a discontinuity is introduced by increasing its radius. The horn then flares out. The flaring is interrupted by a gap between the block containing the slow wave structure and the surrounding vacuum envelope. The fields from the horn are coupled to a circular waveguide behind the gap. A quartz disc ($\varepsilon_r = 4.45$) inserted inside the circular waveguide provides vacuum sealing. The baking of the vacuum tube at around 1000 °C sets a requirement to the material of the vacuum window and also restricts the use of coating materials that may be used to enhance the window transmittance. A long flaring section guides the modes through the surrounding permanent magnet.
Figure 2.33: Tube assembly. The slow wave structure is slid into the vacuum envelope.

Figure 2.34: Overall dimensions of the dual-mode horn.
Figure 2.35: Close-up of the throat of the horn: 1) SWS, 2) lowered rectangular waveguide, 3) rectangular to circular waveguide transition, 4) discontinuity, 5) first flaring section, 6) vacuum gap, 7) window holder (circular waveguide), 8) vacuum window and 9) second flaring section.

Table 2.5: Dimensions of the dual-mode horn (see Figure 2.35).

<table>
<thead>
<tr>
<th>a [µm]</th>
<th>d [µm]</th>
<th>g [µm]</th>
<th>l [µm]</th>
<th>s [µm]</th>
<th>t [µm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>254</td>
<td>1200</td>
<td>339</td>
<td>1937</td>
<td>382</td>
<td>478</td>
</tr>
</tbody>
</table>

2.5.3 Design

For mechanical stability, a minimum window thickness of approximately 500 µm is required. From the electromagnetic point of view, the thickness should be a multiple of a half-wavelength for both TE$_{11}$ and TM$_{11}$ modes. The input impedance seen when looking in the direction of the window in a circular waveguide is

$$Z_{in} = Z_w \frac{Z_{wg}}{Z_w + jZ_{wg} \tan(\beta t_w)}.$$  \hspace{1cm} (2.39)

If $Z_{in} = Z_{wg}$, no power is reflected back from the window. This means that

$$\tan(\beta t_w) = 0,$$  \hspace{1cm} (2.40)

$$\beta t_w = \frac{2\pi}{\lambda_g} = \pi n,$$  \hspace{1cm} (2.41)

$$t_w = n \frac{\lambda_g}{2}.$$  \hspace{1cm} (2.42)

The multiple $n = 7$ gives thicknesses of 479 µm and 483 µm for TE$_{11}$ and TM$_{11}$, respectively, and provides better phase difference behavior around
1040 GHz than the higher multiples. However, an improved overall return loss is obtained by selecting a window thickness of 478 µm.

The geometry of the discontinuity at the throat of the first flaring section is optimized to obtain the desired amplitude ratio and phase difference between the modes after the window. The geometry of the second flaring section is then selected to fulfill the mechanical requirements and the in-phase condition of the modes at the output aperture of the horn. A flaring section can be regarded as a series of infinitely short cylindrical waveguides with different radii. The propagation constants expressing the phase change per unit length (towards negative values) for TE<sub>nm</sub> and TM<sub>nm</sub> modes in a circular waveguide are

\[ \beta_{nm}^{TE} = \left[ k_0^2 - \left( \frac{p_{nm}'}{a} \right)^2 \right]^{1/2}, \tag{2.43} \]

\[ \beta_{nm}^{TM} = \left[ k_0^2 - \left( \frac{p_{nm}}{a} \right)^2 \right]^{1/2}, \tag{2.44} \]

where \( a \) is the waveguide radius, \( p_{nm}' \) is the \( n \)th root of the derivative of the Bessel function of \( m \)th order, and \( p_{nm} \) the \( n \)th root of the Bessel function of \( m \)th order. Specifically, \( p_{11}' = 1.841 \) and \( p_{11} = 3.832 \), and therefore \( \beta_{11}^{TE} > \beta_{11}^{TM} \), so the phase of the TE<sub>11</sub> mode changes more rapidly, and phase compensation in a circular waveguide is possible. Letting the length of each waveguide section approach zero, an analytical expression for the phase difference in a conical horn is given in [77]:

\[ \Delta \Phi = \Phi_{11}^{TE} - \Phi_{11}^{TM} = \cot (\gamma) \left( \left[ \left( \frac{a_o^2}{\lambda^2} - \frac{p_{11}^2}{4\pi} \right)^{1/2} - \left( \frac{a_i^2}{\lambda^2} - \frac{p_{11}^2}{4\pi} \right)^{1/2} \right] \right. \\
\left. - \left( \frac{p_{11}'}{2\pi} \cos^{-1} \frac{p_{11}\lambda}{2\pi a_o} \right) + \left( \frac{p_{11}'}{2\pi} \cos^{-1} \frac{p_{11}\lambda}{2\pi a_i} \right) \right) \tag{2.45} \]

where \( \gamma \) is the half flare angle, \( \lambda \) the wavelength and \( a_i \) and \( a_o \) the radii of the horn at the throat and at the output aperture, respectively. The propagation constant difference, \( \Delta \beta_{11} = \beta_{11}^{TE} - \beta_{11}^{TM} \), decreases as the frequency
increases, so in order to attain phase matching in a broad frequency range, the phase difference at the reference plane after the window should ideally be less negative below the center frequency than above it.

2.5.4 Simulated Performance

The horn is simulated with CST Microwave Studio. The second flaring section is very large compared to the wavelength, and in order to reduce the computing time, it is initially not present in the simulation. The simulated amplitude ratio of $\text{TE}_{11}$ to $\text{TM}_{11}$ at the throat of the flaring section is between 4.0 dB and 5.8 dB in the frequency range of 1020–1060 GHz, as shown in Figure 2.36a. Figure 2.36b shows the simulated phase difference between the modes at the same location. Considering the propagation constant argument presented earlier, the slope of the phase difference curve is disadvantageous from the point of view of broadband phase matching. Using (2.45) and the value of phase difference at 1040 GHz, the length and the opening angle of the second flaring section are selected in such a way that the phase difference is a multiple of $-360^\circ$ at the output aperture. A flaring section with a length of 48 mm, an input aperture radius of 0.6 mm and an output aperture radius of 4.5 mm results into the aperture phase difference curve of Figure 2.37. As expected, the slope of the curve has steepened further. In principle, the attenuation of the flaring section changes the amplitude ratio. As in phase matching, the flaring section can be considered as a series of short waveguide sections, the contributions from which make up the total loss. The attenuation in a cylindrical waveguide decreases as the radius increases [78], and since the waveguide at the throat is already electrically large, the loss in the whole flaring section stays below 0.1 dB. Therefore, the amplitude ratio at the output aperture is practically identical to that of Figure 2.36a. Reference [33] suggests an optimal amplitude ratio of 2.1 dB, so performance improvement, by optimizing the discontinuity further, is possible.

Additionally, the scattering parameter $S_{11}$ can be obtained with good accuracy without the second flaring section. The result in Figure 2.38 is, however, the return loss of the complete horn. It is smaller than -15 dB in a bandwidth of 33 GHz, the limiting factor being the resonant quartz window. Anti-reflection layers may be employed to broaden the window bandwidth. These layers could be concentric circular grooves or cylindrical holes that are machined into the window surface.

In order to simulate the far-field radiation performance with CST Microwave Studio, the second flaring section is included to the simulated structure.
Figure 2.36: Simulated (a) amplitude ratio and (b) phase difference at the throat of the second flaring section.

Figure 2.37: Amplitude ratio at the output aperture.

The number of mesh cells required for modeling the complete horn exceeds 500 million, which necessitates the use of powerful CPU/GPU clusters. In order to verify the design before performing such a simulation run, a Gauss-Laguerre analysis of the horn has been carried out as described in Section 2.5.5. The E- and H-plane far-field radiation patterns resulting from the CST simulations at the center frequency, 1040 GHz, and at the frequencies corresponding to the 15 dB return loss points, 1020 GHz and 1060 GHz, are shown in Figure 2.39. The half power beamwidths at 1040 GHz in the E-plane and H-plane are 3.2° and 2.3°, respectively, and the sidelobes are below -35 dB. Only moderate radiation performance degradation is observed at the edges of the operating band. The radiation patterns of the dual-mode horn and a single-mode conical horn (TE$_{11}$) with comparable dimensions.
are compared in Figure 2.40. It is easy to recognize the advantages of the dual-mode horn in terms of beam symmetry and sidelobe level.

2.5.5 Gauss-Laguerre Analysis

Before running time-consuming 3D simulations of the full dual-mode horn model, it is important to gain an understanding on how the amplitude ratio and phase difference of the modes at the output aperture affect the radiation characteristics. The electric field at the output aperture can be expanded to
Figure 2.40: Simulated E- and H-plane radiation patterns at 1040 GHz for dual-mode (solid line) and single-mode (dashed line) horn antennas.

Gauss-Laguerre modes [33], the evolution of which with respect to distance is known. Reference [41] explains how the copolar and cross-polar radiation patterns of a dual-mode horn can be calculated based on this method.

The total electric field at the output aperture is given by

$$\vec{E}(r, \phi) = \frac{\vec{E}_{TE11}(r, \phi) + C \vec{E}_{TM11}(r, \phi)}{1 + C}$$  \hspace{1cm} (2.46)$$

where $\vec{E}_{TE11}$ and $\vec{E}_{TM11}$ are the electric field expressions for the TE$_{11}$ and TM$_{11}$ modes in a circular waveguide [78] and $C$ is the complex mode balance constant, the real part of which determines the amplitude ratio and the imaginary part the phase difference. By selecting $C = 0.785 = -2.1$ dB as in [41], the radial component of the field vanishes at the aperture boundary. This condition is demonstrated in Figure 2.32. The imaginary part is introduced here in order to estimate the change in the horn radiation performance in the case of non-ideal phase matching. By splitting the mode balance constant into real and imaginary parts, $C = C_r + jC_i$, and by manipulating (2.46), one obtains

$$\vec{E}(r, \phi) = \frac{1}{1 + C} \vec{E}_{TE11}(r, \phi) + \frac{C}{1 + C} \vec{E}_{TM11}(r, \phi)$$

$$= (A_{TE} + jB_{TE}) \vec{E}_{TE11}(r, \phi) + (A_{TM} + jB_{TM}) \vec{E}_{TM11}(r, \phi)$$

$$= K_{TE} \exp(j\phi_{TE}) \cdot \vec{E}_{TE11}(r, \phi) + K_{TM} \exp(j\phi_{TM}) \cdot \vec{E}_{TM11}(r, \phi), \hspace{1cm} (2.47)$$
where

\[ A_{TE} = \frac{1 + C_r}{(1 + C_r)^2 + C_i^2}, \]  
\[ B_{TE} = -\frac{C_i}{(1 + C_r)^2 + C_i^2}, \]  
\[ A_{TM} = \frac{C_r + C_r^2 + C_i^2}{(1 + C_r)^2 + C_i^2}, \]  
\[ B_{TM} = \frac{C_i}{(1 + C_r)^2 + C_i^2}. \]

The amplitude ratio and phase difference of the modes are

\[ K = \frac{K_{TE}}{K_{TM}} = \sqrt{\frac{A_{TE}^2 + B_{TE}^2}{A_{TM}^2 + B_{TM}^2}}, \]  
\[ \Delta \phi = \phi_{TE} - \phi_{TM} = \arctan \left( \frac{B_{TE}}{A_{TE}} \right) - \arctan \left( \frac{B_{TM}}{A_{TM}} \right), \]

respectively. Equations (2.51)–(2.53) are solved for \( C_r \) and \( C_i \) giving

\[ C_r = \mp \frac{\cot (\Delta \phi) \sqrt{\sin (\Delta \phi^2)}}{K}, \]  
\[ C_i = \pm \frac{\sqrt{\sin (\Delta \phi^2)}}{K}. \]

For \( \Delta \phi \leq 0 \) the negative sign is selected for \( C_r \) and the positive sign for \( C_i \). Otherwise, the signs are interchanged. The amplitude ratio and the phase difference are read from Figures 2.36a and 2.37 and the complex \( C \) is calculated from (2.54) and (2.55). It can be directly inserted into the equations in [41] giving the copolar and cross-polar far-field radiation patterns. The far-field radiation patterns at several frequencies are plotted in Figure 2.41. The half power beamwidths are slightly broader than those simulated with CST Microwave Studio, 4.3° in the E-plane and 5.0° in the H-plane at 1040 GHz. The variation of radiation patterns with respect to the frequency is smaller, but the same qualitative changes can be found: the beam becomes broader as the frequency decreases, the tip of the beam pattern is narrower and the sidelobes are higher in the E-plane than in the H-plane. The radiation patterns of a dual-mode horn and a single-mode horn at 1040 GHz are compared in Figure 2.42. The single-mode radiation pattern is calculated by setting \( C = 0 \) in (2.46). The improved radiation performance of the dual-mode horn in the E-plane is evident.
Figure 2.41: Far-field radiation patterns calculated using the Gauss-Laguerre method for several frequencies (a) in the E-plane and (b) in the H-plane.

Figure 2.42: E- and H-plane radiation patterns at 1040 GHz calculated using the Gauss-Laguerre method for dual-mode (solid line) and single-mode (dashed line) horn antennas.
2.6 Quasioptical Measurement Setup

Even though vector network analyzer extenders with waveguide flange interfaces enabling measurements up to 1 THz have been recently introduced [42], their scarce availability, the quasioptical input/output interface of the designed amplifier and the desire to study its saturation behavior by using a molecular gas laser, make a fully quasioptical measurement setup preferable.

Network analyzers employ directional couplers to extract information from the waves transmitted through or reflected from the device under test (DUT) as illustrated in Figure 2.43. Quasioptical reflectometers such as the one presented in [86] use wire grid polarizers for extracting the reflected signal.

The purpose of this section, based on [49], is to take a closer look at the operating principle of a simple quasioptical setup for measuring the transmittance and reflectance of a DUT, and to confirm the operation of a realized setup by performing calibration measurements near 1 THz. Extraction of the phase information is not possible, but it could be done with a quasioptical six-port setup.

![Figure 2.43: Simplified network analyzer block diagram.](image)

2.6.1 Polarization

Since polarization plays an important role in the operation of the wire grid polarizers and in the reception of an incident wave with an antenna (and in the next chapter in Martin-Puplett interferometers), some basic aspects of polarization are reviewed here.

Polarization of an electromagnetic wave is defined by the evolution of the direction of the electric field vector in time in a plane perpendicular to the
propagation direction. Assuming a wave propagating in the $z$-direction, the electric field vector is given by

$$\vec{E} = \vec{x}E_1 \sin(\omega t - kz) + \vec{y}E_2 \sin(\omega t - kz + \delta), \quad (2.56)$$

where $E_1$ and $E_2$ are the amplitudes of linearly polarized waves in $x$- and $y$-direction, $k$ the wavenumber and $\delta$ the phase difference by which $E_y$ leads $E_x$. In a general case, the tip of the electric field vector draws an ellipse, a line and a circle being two special cases of elliptical polarization. The polarization ellipse can be described by the parameters shown in Figure 2.44.

![Figure 2.44: Polarization ellipse.](image)

The polarization state of a wave can be described by a point on a Poincaré sphere. The latitude and longitude of the point are given by

$$\delta = 2\epsilon, \quad \lambda = 2\tau, \quad (2.57, 2.58)$$

respectively, where the angle $\epsilon$ is related to the axial ratio $AR = OA/OB$ through the equation

$$\epsilon = \tan^{-1}\left(\frac{1}{\pm AR}\right), \quad (2.59)$$

and $\tau$ is the tilt angle of the polarization ellipse. The axial ratio and $\epsilon$ are negative for right-handed and positive for left-handed polarization as defined by IEEE.

The great circle angle between two polarization states $(\delta_w, \lambda_w)$ and $(\delta_a, \lambda_a)$ on a Poincaré sphere,

$$\Theta = \cos^{-1}\left(\cos(\delta_w)\cos(\delta_a)\cos(\lambda_w - \lambda_a)\sin(\delta_w)\sin(\delta_a)\right) \quad (2.60)$$
can be used to calculate the polarization matching factor for power between a wave and an antenna \[54\]

\[ f = \cos \left( \frac{\Theta}{2} \right), \]  \hspace{1cm} (2.61)

which expresses the fraction of the received power relative to the total incident power \((f \leq 1)\).

### 2.6.2 Operating Principle

The quasioptical measurement setup is presented schematically in Figure 2.45. The operation of a directional coupler is realized with two free standing wire grid polarizers. The plane of wires is tilted 45° with respect to the incoming beam direction in both cases. The projected wire angles are 45° (G1) and 90° (G2) relative to the vertical.

A circularly polarized incoming beam from the THz-source (SRC) is first collimated with a parabolic mirror. The polarization component parallel to the wires is reflected while the orthogonal component is transmitted. The beam intensity is therefore halved at each wire grid. The reflected fraction can be measured or absorbed by an absorber. After the second wire grid, the vertically polarized beam is focused by another parabolic mirror to the DUT. The transmitted, vertically polarized signal is guided to the detector TM. A part of the incoming signal is reflected back towards the source from the DUT. G2 has no effect on it, since the polarization has not changed during the reflection, but G1 divides the signal equally between the detector RL and the source.

The signals arriving at the circularly polarized detectors TM and RL are linearly polarized in angles of 0° and 45° relative to the vertical. Since linear polarization can be split into two circularly polarized components with opposite polarization senses, only half of the incident wave power is detected.

Figure 2.46 shows the block diagrams of the measurements associated with the determination of the transmittance \((T_D)\) and the reflectance \((R_D)\) of a DUT. Assuming that 1) the alignment is perfect, 2) the source and detector are polarization matched in (a), 3) the polarization of the DUT is ideally matched to the incoming wave and to the detector in (d) and (e) and 4) cross-polarization and conduction losses are negligible, the following equations are
obtained:

\[
P_R = P_0, \quad (2.62)
\]
\[
P_T = F_T P_0, \quad (2.63)
\]
\[
P_S = F_S R_S P_0, \quad (2.64)
\]
\[
P_{DT} = F_T T_D P_0, \quad (2.65)
\]
\[
P_{DS} = F_S R_D P_0 \quad (2.66)
\]

where \( P \propto V^2 \) is the detected power, \( P_0 \) the detected power in a head-to-head measurement, \( R \) the reflectance, \( T \) the transmittance and \( F \) the total polarization matching factor for power. The factor \( F \) is a product of several polarization matching factors, \( F = f_1 f_2 \ldots f_i \), caused by polarization mismatches between a wave and an antenna. In addition to the detectors, also the polarizers are considered as antennas. They are linearly polarized in a direction perpendicular to the wires in transmission and parallel to them in reflection. First the total polarization matching factors in the thru and short measurements and then the transmittance and reflectance of the DUT are solved from the equations:

\[
F_T = \frac{V_T}{V_R}, \quad (2.67)
\]
\[
F_S = \frac{1}{R_S} \frac{P_S}{P_R}, \quad (2.68)
\]
\[
T_D = \frac{1}{F_T} \frac{P_{DT}}{P_R}, \quad (2.69)
\]
\[
R_D = \frac{1}{F_S} \frac{V_{DR}}{V_R}. \quad (2.70)
\]
2.6.3 Characterization

Ion-implanted GaAs photomixers [11] with integrated log-periodic spiral antennas are used to characterize the operation of the measurement setup at 797 GHz and 1109 GHz by performing the calibration measurements (a)–(c) of Figure 2.46. The output power is a few dozen nanowatts while the dynamic range of the devices in a face-to-face configuration is over 55 dB, as depicted in Figure 2.47. The realized setup without the photomixers is shown in Figure 2.48. The source and the detector are driven by the beat signal of two distributed feedback lasers with an emission wavelength slightly above 800 nm. The amplitude of the emitted THz-signal is modulated by changing the bias voltage of the source photomixer in order to allow lock-in detection.
The direction of the wires of the polarizers is set by illuminating them with a visible light laser and by aligning the resulting diffraction patterns according to reference markers. Signal transmission from the source to the detector TM is measured without and with the wire grids (reference and thru). The reflected signal from a plane mirror, which is assumed to be perfectly reflecting \( R_S = 1 \), placed at the position of the DUT is measured with the detector RL (short). Only one photomixer detector is available, so its place is alternated between the two detector positions. Table 2.6 presents the total polarization matching factors calculated from (2.68) and (2.69). The factor \( F_T \) at 1109 GHz is slightly lower than the one of an ideal setup, which can be caused by an imperfect alignment of the detector TM in the reference measurement. In addition to misalignment, deviation from the ideal total polarization matching factors is caused by the fact that the source and the
detector transmit and receive somewhat elliptical polarization. Depending on the tilt angle of the polarization ellipse, G1 may split the beam unequally or an amount different from half of the incident wave power may be detected. The axial ratios of the source and the detector are measured by placing them face-to-face, inserting a wire grid between them and rotating each photomixer until the minimum and maximum amplitudes are found. Both devices exhibit an axial ratio of about 1.2 at 797 GHz and 1.15 at 1109 GHz. Assuming an axial ratio of 1.2 and the worst case tilt angles of ±45°, the factor $F_T$ calculated using (2.61) attains the values −8.3 dB and −9.9 dB and $F_S$ the values −10.6 dB and −13.8 dB. Cross polarization of the wire grids causes further measurement uncertainty, but only to a smaller extent.

Table 2.6: Total polarization matching factors.

<table>
<thead>
<tr>
<th></th>
<th>Ideal setup</th>
<th>797 GHz</th>
<th>1109 GHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_T$</td>
<td>−9.0 dB</td>
<td>−9.1 dB</td>
<td>−8.8 dB</td>
</tr>
<tr>
<td>$F_S$</td>
<td>−12.0 dB</td>
<td>−12.7 dB</td>
<td>−12.0 dB</td>
</tr>
</tbody>
</table>
3 QUASIOPTICAL DIPLEXER

Martin-Puplett Interferometers (MPI) [64] are utilized as diplexers in heterodyne receivers at millimeter and submillimeter wavelengths [26],[28],[97]. An MPI-diplexer combines the local oscillator (LO) signal and the signal of interest in such a way that their polarization states are identical at the diplexer output. A coherent mixer, sensitive only to a certain polarization direction, can then be used to down-convert the signal of interest to the intermediate frequency. This chapter, based [52], presents a study on characterization of imperfections in Martin-Puplett interferometers using ray-tracing.

3.1 Gaussian Beams

Although the characterization of imperfections is done in the following sections mainly in terms of ray-tracing, the following aspects related to the propagation of Gaussian beams are exploited.

Figure 3.1a illustrates the properties of a fundamental-mode Gaussian beam propagating in the z-direction. As the wave propagates along the z-axis, the amplitude distribution of the electric field retains its Gaussian form. The radius of the Gaussian beam is the distance \( w \) from the axis at which the amplitude of the electric field has decreased to a 1/e fraction of the maximum on the axis and is at a distance \( z \) from the beam waist, where \( w \) attains the minimum value \( w_0 \), given by the equation

\[
w (z) = w_0 \sqrt{1 + \left( \frac{\lambda z}{\pi w_0} \right)^2}.
\]  

(3.1)

The equiphase surfaces of the beam are spherical with a radius of curvature

\[
R (z) = z \left[ 1 + \left( \frac{\pi w_0^2}{\lambda z} \right)^2 \right],
\]  

(3.2)

as illustrated in Figure 3.1b.
3.2 Martin-Puplett Interferometer

The optical paths of the signals in an MPI based diplexer are shown in Figure 3.2. The signal of interest $E_s$ enters the interferometer by passing through the wire grid polarizer G1 with wires oriented along the y-axis. The wires of the polarizer G2 form a projected angle of 45° relative to the incident signal polarization, which causes the signal to split equally into two parts: the electric field component perpendicular to the wires ($E_1$) is transmitted to the movable roof mirror M1 and the parallel component ($E_2$) is reflected to the fixed roof mirror M2. Reflection from a roof mirror rotates the polarization direction 90°, so the roles of the returning signal components are interchanged: $E_1$ is reflected from the grid G2 while $E_2$ passes through it. The two components then interfere to form the output signal. The LO-signal enters the interferometer by reflecting from the wire grid G1 and propagates further like $E_s$.

A wavelength dependent phase shift of $E_1$ relative to $E_2$ is introduced by moving the roof mirror M1 in z-direction. This causes the polarization of the output signal to change and, when a specific polarization is used for receiving, the detected amplitude to vary sinusoidally. If the path length difference of the components $E_1$ and $E_2$ is $2d \approx \lambda_f/2$, both $E_{LO}$ and $E_s$ exit the diplexer with the same linear polarization.

Imperfections of the quasioptical components originating from misalignment
Figure 3.2: Martin-Puplett Interferometer as a diplexer. Mirror M1 is moved a distance $d \approx \lambda_{if}/4$ to obtain correct operation.

and manufacturing accuracy cause the phase difference between $E_1$ and $E_2$ to deviate from the desired value leading to an incorrect polarization state. The mixer rejects the cross polarization components of the LO-signal and the signal of interest, which leads to degraded receiver sensitivity. In a single-pixel receiver, the phase error can be compensated by adjusting the position of M1, but in a multi-pixel system, the phase error being generally different for each pixel, much stricter alignment is required.

An analysis of the Martin-Puplett interferometer with imperfections has been presented in [57]. Non-ideal polarization rotation of roof mirrors has been studied in [90] and the effect of roof mirror rotation around the roof line in [80]. Wire grid polarizers with uneven wire spacing are discussed in [63]. In this chapter, the imperfections of the quasioptical components are studied with ray-tracing simulations, in which the path length differences between $E_1$ and $E_2$ for rays entering the diplexer at different input aperture positions are calculated. Several parameters describing the rotation, translation and deformation of the components are defined and a parameter sweep is performed to find a parameter set that most accurately reproduces the path length differences measured in a test diplexer. Measurement results supporting the predictions given by the simulations are presented. The same process is repeated to find out the imperfections in the diplexer of a multi-pixel THz-receiver installed at a radio telescope. Simulations may provide useful information on how to improve the receiver performance by removing or compensating the imperfections.
3.3 Ray-tracing Simulations

Ray-tracing simulations are performed with MATLAB according to the procedure described in [84]. A ray representing a Gaussian beam is defined with an initial position \( \vec{p}_0 = (\vec{p}_{0,x}, \vec{p}_{0,y}, \vec{p}_{0,z}) \) and direction cosines \( \vec{r}_0 = (\vec{r}_{0,x}, \vec{r}_{0,y}, \vec{r}_{0,z}) \) in a cartesian reference coordinate system \( \vec{O} \). The components of the interferometer are modeled with surfaces defined by equations of the form \( S(x, y, z) = 0 \). The imperfections involve translations and rotations of the components. The surface equations are not changed, but a rotated coordinate system \( O \) is introduced. In order to calculate the intersection point between the ray and a surface of a misaligned component, the initial position of the ray is transformed into the new coordinate system:

\[
\begin{align*}
\vec{p}_0 - \vec{s} &= Rp_0, \quad (3.3) \\
p_0 &= R^{-1}(\vec{p}_0 - \vec{s}), \quad (3.4)
\end{align*}
\]

where \( p_0 \) is the position of the ray in the new coordinate system \( O \) and \( \vec{s} \) the translation of the coordinate system \( O \) (i.e. the component) as measured in the reference system \( \vec{O} \). The rotation matrix is

\[
R = R_x(\theta_x)R_y(\theta_y)R_z(\theta_z) = \\
\begin{bmatrix}
1 & 0 & 0 \\
0 & \cos \theta_y & -\sin \theta_y \\
0 & \sin \theta_y & \cos \theta_y
\end{bmatrix}
\begin{bmatrix}
\cos \theta_x & 0 & \sin \theta_x \\
0 & 1 & 0 \\
-\sin \theta_x & 0 & \cos \theta_x
\end{bmatrix}
\begin{bmatrix}
\cos \theta_z & -\sin \theta_z & 0 \\
\sin \theta_z & \cos \theta_z & 0 \\
0 & 0 & 1
\end{bmatrix},
\quad (3.5)
\]

where the angles \( \theta_x, \theta_y \) and \( \theta_z \) define how much a component is rotated around each axis. In order to allow the use of the same rotation matrix as in the transformation of the coordinate axes of \( O \), a rotation of the rotated point back to the original position is considered in (3.3). The direction cosines of the ray are rotated by using the same idea:

\[
\begin{align*}
\vec{r}_0 &= Rr_0, \quad (3.6) \\
r_0 &= R^{-1}\vec{r}_0. \quad (3.7)
\end{align*}
\]

Now the rotated ray \((p_0, r_0)\) propagates straight ahead a distance \( t \) until it intersects with a surface \( S(x, y, z) = 0 \). The intersection point is

\[
p_i = (p_{0,x} + tr_{0,x}, p_{0,y} + tr_{0,y}, p_{0,z} + tr_{0,z}) \quad (3.8)
\]

and the distance \( t \) is computed from

\[
S(p_{x,0} + tr_{x,0}, p_{y,0} + tr_{y,0}, p_{z,0} + tr_{z,0}) = 0. \quad (3.9)
\]
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For example, in the case of the x-z-plane, \( y = 0 \), the distance is

\[
p_{y,0} + tr_{y,0} = 0 \tag{3.10}
\]

\[
t = -\frac{p_{y,0}}{r_{y,0}}. \tag{3.11}
\]

The ray propagates the same distance \( t \) also in the reference coordinate system, so the intersection point in \( \bar{O} \) is

\[
\bar{p}_i = (\bar{p}_{x,0} + t\bar{r}_{x,0}, \bar{p}_{y,0} + t\bar{r}_{y,0}, \bar{p}_{z,0} + t\bar{r}_{z,0}). \tag{3.12}
\]

The direction of the reflected ray is calculated from the equation

\[
\bar{r}_r = \bar{r}_0 - 2\bar{r}_{0,\perp} = \bar{r}_0 - 2(\bar{n} \cdot \bar{r}_0) \bar{n}, \tag{3.13}
\]

where \( \bar{r}_{0,\perp} \) is the component of the incoming ray parallel to the surface normal \( \bar{n} \). The surface normal \( n \) in \( O \) is given by the gradient at the intersection point \( p_i \)

\[
n = \nabla S(p_{i,x}, p_{i,y}, p_{i,z}). \tag{3.14}
\]

It is rotated to obtain the surface normal at the reference coordinate system:

\[
\bar{n} = Rn. \tag{3.15}
\]

The LO-signal and the wire grid G1 are not present in the simulations. The ray first intersects with the polarizer G2. At this point the ray is divided into two rays: one is reflected and the other is transmitted. After each ray has reflected from both surfaces of the respective roof mirror and returned to the polarizer G2, the difference in their path lengths is calculated. The rays may hit the polarizer in different spots and may be tilted in respect to each other causing beam coupling losses. They are, however, small compared to the polarization losses originating from the incorrect path length difference and are therefore neglected.

Figure 3.3 illustrates the dimensions of the components and the parameters describing the imperfections. Numerical values for the dimensions are given in Table 3.1. The system has many additional degrees of freedom, but the selected parameters suffice to describe the occurring phenomena, have a clear physical meaning and allow a direct comparison with measurements.

In addition to the translations and rotations shown in Figure 3.3b, a parameter describing the deformation of the wire grid polarizer is included. It is assumed that the elliptical frame of the polarizer with major and minor axes \( a \) and \( b \) is bent in such a way that the minor axis forms a parabola. The deformation is described with the parameter GD which is the height difference
Figure 3.3: (a) Component dimensions and (b) parameters describing the imperfections. Orange lines show the path of an example ray. RA1 (RA2) is the deviation of the roof angle from 90°. M1 (M2) can be translated along the axis TL1 (TL2) and rotated around the axis R1 (R2), T1− (T2−) or T1+ (T2+). Rotation around the axis T1−/T1+ (T2−/T2+) is realized by lifting the opposite end of the mirror; therefore a measure of length is given instead of an angle. The rotation of the wire grid polarizer around the axis RP or TM−/TM+ is also considered as lifting of the opposite side.

Table 3.1: Component dimensions.

<table>
<thead>
<tr>
<th>l [mm]</th>
<th>h [mm]</th>
<th>a [mm]</th>
<th>b [mm]</th>
<th>s [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>120.7</td>
<td>180</td>
<td>130</td>
<td>109.7</td>
</tr>
</tbody>
</table>

between the center point and the end points of the parabola (Figure 3.4a). The polarizer is modeled in simulations as a solid surface which is obtained by spanning straight wires in an angle of 35.3° across the bent frame (Figure 3.4b) and fitting a surface on the wires (Figure 3.4c). A saddle surface,

\[ x = a + by^2 + cz^2, \]  

the coefficients of which are given by the fit, describes the surface of the wires well. The rays are reflected from or transmitted through the surface, but no polarization effects or losses are taken into account.

Figure 3.5 shows example outputs of virtual raster scans when the incident ray position is scanned within an area of 60 mm × 60 mm with a resolution
of 13 × 25 pixels. If $d_{x,y}$ is the position correction of mirror M1 needed for achieving a path length difference equal to $\lambda_{if}/2$ ($f_{if} = 6$ GHz) between the interferometer arms at pixel position $(x,y)$, the figure shows the mirror position correction relative to the center pixel, $\Delta d_{x,y} = d_{x,y} - d_{0,0}$.

When no imperfections are introduced in the simulation, $\Delta d$ is zero for each pixel position. When the mirror M2 is rotated around $T_2^-/T_2^+$, a slope along the x-axis appears. The effect of rotating M2 around $T_2^-$ by lifting the opposite end is shown in Figure 3.5a. The same effect can be achieved by rotating the wire grid G2 around the axis RP, and compensation of the misalignment effect caused by one component is possible by misaligning the other. Symmetric vertical slopes on both sides of the roof line $y = 0$ are created when the roof angle of M2 deviates from 90° by an amount RA2 (Figure 3.5b). Rotation of M2 around R2 by a small angle leads to a nearly vertical slope (Figure 3.5c) which can be compensated for by a rotation of G2 around TM$^-$/TM$^+$ (Figure 3.5d). The rotation of the slope becomes clearly visible at large angles of R2. Figure 3.5e demonstrates the effect of frame deformation and contains, as one might expect, more round features. Translation of M2 along TL2 has no effect alone as long as the ray does not miss the mirror, but appears when another parameter is introduced (Figure 3.5f). Whenever M2 is concerned, one could alternatively change the respective parameter of M1 with the same amount or, excluding TL1 and TL2, the respective parameters of both mirrors to obtain identical results.
Figure 3.5: Simulated relative mirror position corrections $\Delta d$ in the case of different interferometer imperfections introduced to the ideal configuration. Colors show $\Delta d$ in millimeters. (a) Rotation around $T_2^-$ by lifting 50 $\mu$m, (b) roof angle deviation $R_{A2}$ 50 mdeg, (c) rotation around $R_2$ by 50 mdeg, (d) rotation around $T_{M^+}$ by lifting 50 $\mu$m, (e) bending of the frame by setting GD to 50 $\mu$m, (f) roof angle deviation $R_{A2}$ 50 mdeg and translation along $T_{L2}$ by 10 mm.
3.4 Diplexer Measurements

An MPI based diplexer, the CAD model of which is shown in Figure 3.6, is measured to provide comparison data for the ray-tracing program. A solid state frequency multiplier and a sub-harmonic mixer equipped with corrugated horns are used to launch and receive a Gaussian beam at 480 GHz. Both the source and the detector are connected to a vector network analyzer from AB Millimetre and mounted on computer controlled linear tables which allow precise setting of the beam location at the input aperture and the movement of the detector according to the source movement at the output aperture to maximize the received signal amplitude.

![Figure 3.6: CAD model of the measured diplexer and the optical paths of the beams. The component dimensions are as in Table 3.1. The LO-beam and the wire grid G1 were not present during the measurements.](image)

The capability of the vector network analyzer to measure the phase of the signal is utilized in the initial alignment of the detector. First, the source is centered at the input aperture. Then the detector is moved along an arc with a radius of curvature calculated with (3.2), as shown in Figure 3.7. Ideally, the detector moves along the equiphase line and the measured phase is constant as in Figure 3.8a. If the detector does not reside on the optical axis or if the radius curvature is incorrect enough, the detector crosses one or several equiphase lines (surfaces) and the measured phase as a function of position looks like the one in Figure 3.8b. Figure 3.8b shows the situation when the detector position is correct, but the radius of curvature is
slightly incorrect. After the detected signal has been maximized by moving the detector, a small absorber patch is moved at the output aperture of the diplexer to ensure that maximum signal attenuation occurs when the patch is at the center of the aperture, meaning that the source is not tilted in any direction.

Figure 3.7: Alignment of the detector.

A raster scan with a resolution of $13 \times 25$ pixels and a range of $60 \text{ mm} \times 60 \text{ mm}$ is performed by moving the source at the input aperture. At each pixel position, the output signal amplitude is measured as a function of the roof mirror M1 position by sweeping it about the position $s + \lambda_{\text{eff}}/4$. The transmission responses of the three different pixels in Figure 3.9a should ideally overlap, but due to unequal path lengths the transmission minima (and maxima) are obtained at different mirror positions. The relative mirror position corrections $\Delta d$ are calculated by comparing the minima positions to the reference which is the transmission response minimum of the center pixel.

The radius of the beam waist is about 6 mm, the total path length approximately 780 mm and the beam radius therefore, from (3.1), 27 mm at the
output aperture. As the output aperture has a radius of 67 mm, some beam blockage occurs at pixels near the corners of the scanned area, as illustrated in Figure 3.9b. The transmission responses, including those of the corner pixels, possess the sinusoidal characteristics predicted by interferometer analysis based on geometrical optics [58], which provides confidence on the validity of the ray-tracing simulations.

![Figure 3.9: (a) Measured transmission responses of the center pixel (solid) and two corner pixels, and (b) beam blockage at the output aperture.](image)

Five in-house manufactured polarizers numbered from 1 to 5 with a wire thickness of 20 μm and a period of 60 μm are used in the measurements. A flatness measurement of a polarizer frame with a coordinate measuring machine (CMM) before the winding of the wires, presented in Figure 3.10, supports the type of deformation implemented in the simulations and indicates a worst case GD of 92 μm, while those resulting from the simulations exhibit the same order of magnitude. The CMM measurements show the roof angle of M2 to be 90.022°, whereas cumbersome disassembling and subsequent aligning prevents the moving mirror to be characterized.

Figure 3.11a and Figure 3.11b show the measured relative mirror position corrections for the polarizers 1 and 2 and Figure 3.12 for the polarizers 3 and 4. Values up to about ±50 μm are typical for all polarizers. The rotation of the polarizers by 180° does not have qualitative effects on the patterns, which is in agreement with the symmetry of the saddle surface.

A simulated parameter sweep is made in order to reproduce the measurement results. The misalignment parameters included in the sweep are given in Table 2, while the others maintained the value of an ideal interferometer, except
RA2 which is fixed to the measured value of 22 mdeg. These parameters are sufficient to cause each effect of Figure 3.5, but they are not necessarily the real origin, since other parameters of Figure 3.3b may also bring about the same effects. In spite of this, the information provided by the sweep can be used to improve the alignment; for example, the parameter R2 can be interpreted as the sum R1 + R2 and an adjustment of the polarizer according to RP helps even if the real cause is a tilted roof mirror. Simulated relative mirror position corrections are subtracted from the measured ones for each parameter set, $\Delta d_{\text{meas}} - \Delta d_{\text{sim}}$, and the root mean square (RMS) difference is calculated. A minimum of about 3 $\mu$m is obtained for both polarizers, and the resulting patterns, presented in Figure 3.11c and 3.11d, match the measurements very well.

Table 3.2: Parameter sets that minimize the difference between the measured and simulated $\Delta d$ in the case of two different polarizers. The confidence limits originate from the step sizes of the parameter sweep which were refined until there is practically no change between the RMS differences of neighboring values.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>TL2 [mm]</th>
<th>RP [(\mu m)]</th>
<th>GD [(\mu m)]</th>
<th>RA1 [mdeg]</th>
<th>R2 [mdeg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polarizer 1</td>
<td>$-7.4 \pm 0.05$</td>
<td>$-61 \pm 0.5$</td>
<td>$60 \pm 0.5$</td>
<td>$-36 \pm 0.5$</td>
<td>$-9 \pm 0.5$</td>
</tr>
<tr>
<td>Polarizer 2</td>
<td>$-7.7 \pm 0.05$</td>
<td>$57 \pm 0.5$</td>
<td>$-12 \pm 0.5$</td>
<td>$-27 \pm 0.5$</td>
<td>$0 \pm 0.5$</td>
</tr>
</tbody>
</table>

The two simulation results are consistent in the sense that the parameters...
not related to the polarizer (TL2, RA1 and R2) differ only by a relatively small amount from each other. The parameter TL2 is unexpectedly large, but, in addition to TL1, no other parameter or parameter combination has been found that could produce the same effect. As the construction of the diplexer allows M1 to be translated laterally relatively easy, it is suspected that the origin of the TL2 value is actually M1 which has been accidentally displaced during a polarizer change.

Figure 3.13 demonstrates the evolution of the measured relative mirror position corrections for the polarizer 5 when M2 is rotated around T2+. The initial misalignment causing the horizontal slope is compensated relatively well with a tilting of 60 µm in Figure 3.13b. As the mirror is tilted 40 µm more in Figure 3.13c, the slope becomes steeper and exhibits the opposite sign.
Figure 3.12: Measured mirror position corrections for the polarizers (a) 3 and (b) 4. Colors show the value of $\Delta d$ in millimeters.

Figure 3.13: Rotation of M2 around T2$: a) 0 \, \mu m$, b) 60 $\mu m$ and c) 100 $\mu m$. Colors show the value of $\Delta d$ in millimeters.
3.5 Multi-Pixel Receiver Measurements

Martin-Puplett interferometers identical to the one measured in Section 3.4 are utilized as diplexers and single-side band filters at cryogenic temperature in the CHAMP+ multi-pixel THz-receiver operated by the Max Planck Institute for Radio Astronomy at the APEX telescope in Chile [44],[45]. CHAMP+ has two frequency bands centered at 660 GHz and 850 GHz. The positions of the seven beams of the low frequency band diplexer are marked with encircled numbers in Figure 3.15.

Mirror position corrections relative to the center pixel are measured at each beam position (meas1) as described in the previous section, and a simulated parameter sweep (sim1) with parameters listed in Table 3.3 is performed to reproduce the measurement results. Other parameters assume the values of an ideal instrument. No information about the roof angle RA1 is available, and therefore the parameter RA2 has actually the meaning RA2 - RA1.

Table 3.3: Parameter set minimizing the difference between the measured and simulated $\Delta d$ in the case of the CHAMP+ diplexer. The confidence limits have the same meaning as in Table 3.2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>sim1</td>
<td>-2.7 ± 0.05</td>
<td>1 ± 0.5</td>
<td>-22 ± 0.5</td>
<td>10 ± 0.5</td>
<td>-6 ± 0.5</td>
</tr>
</tbody>
</table>

Another measurement is performed with the roof mirror M2 rotated around $T2^-$ by lifting the opposite end 40 μm (meas2). The same is done also in the simulation (sim2) while keeping the other parameters fixed to the values given in Table 3.3. The relative mirror position corrections of the measurements and the simulations are plotted in Figure 3.14. The initial measurement is reproduced very accurately with the given parameters (RMS difference 0.4 μm). The most significant difference between the measured and simulated curves after the mirror tilting is the absence of the peak at beam position 3 leading to a five times greater RMS difference. Figure 3.15 shows the results of simulated 2D raster scans with the parameter sets of sim1 and sim2.
Figure 3.14: meas1 and meas2 are the measured relative mirror position corrections at the pixel positions of Figure 3.15 before and after the rotation of M2 around $T2^−$, and sim1 and sim2 are the corresponding simulations.

Figure 3.15: Simulated relative mirror position corrections (a) before (sim1) and (b) after (sim2) the rotation of M2 around $T2^−$. Encircled numbers show the beam positions and colors show the value of $\Delta d$ in millimeters.
3.6 Results

The effects of roof mirror alignment and angle deviation as well as the effects of rotation and deformation of the frame of the polarizing wire grid on optical path lengths in a Martin-Puplett interferometer have been studied with ray-tracing simulations and verified using measurements. Five parameters describing such imperfections have been found sufficient to accurately reproduce the measured path length differences in two interferometers used as diplexers. The obtained parameter values are on the order of dozens of micrometers or millidegrees, the only exception being the lateral shift of a roof mirror by several millimeters, which is suspected to be a result of an accidental impact during the change of a polarizer. Unfortunately, no measurement data are available to confirm the shift of the mirror. The roof angle deviations, the polarizer frame deformation and the effect of roof mirror tilting predicted by the simulations are, however, in good agreement with the measurements. There are several ways to produce the same optical path length differences, so some information on the imperfections of the characterized interferometer is needed to find an unambiguous description of the device. Nevertheless, if optical path length differences are known at several pixel positions, ray-tracing simulations may provide valuable insights on how to improve the performance of a receiver by correcting the quasioptical assembly of the interferometer.
4 CONCLUSION

The sensitivity of radio astronomical receivers has reached a level, at which a considerable reduction in observing time is possible only by increasing the number of pixels in the receiver. However, the development of multi-pixel receivers is severely hindered at terahertz frequencies by the lack of local oscillator power. Imperfect optical coupling of the signal and local oscillator power to the mixers complicates the situation further. This dissertation attacked these crucial issues by proposing the use of vacuum electronic amplifiers for the amplification of the LO-signal and discussing their development in detail as well as by introducing a new method for finding the defects in a Martin-Puplett interferometer based diplexer with an in-house developed ray-tracing program.

A terahertz traveling wave tube with a helix slow wave structure has the potential of providing amplification on a broad frequency band making it a perfect match for a highly tunable low-power solid state or photonic local oscillator. However, the small dimensions of the helix SWS at terahertz frequencies require microfabrication. A helix configuration that is compatible with state-of-the-art microfabrication methods was introduced, and a design method was described. The compatibility has been achieved by adopting a square shape and a supporting quartz substrate. In order to realize a traveling wave tube, efficient signal coupling structures for the input and output ends of the helix are required. The design of input/output couplers is restricted by the fact that the path of the electron beam must remain free. Several structures have been designed and simulated as part of this dissertation to enable coupling from a rectangular waveguide to the helix: a post-probe, a patch-probe and a ridge waveguide were used to couple the signal to a coplanar waveguide, after which a transition to the helix took place. The ridge and patch-probe transitions provided larger bandwidths than the post-probe transition. A three dimensional particle-in-cell simulation of a traveling wave tube utilizing the designed square helix SWS in combination with the designed couplers has been performed. To author’s knowledge, such simulations have not been carried out before. The TWT
exhibits a small-signal gain of 18.3 dB at 825 GHz and a 3-dB bandwidth of 69 GHz ($\Delta f/f = 8\%$) with post-couplers. The maximum simulated output power is 25.8 dBm. The use of wide-band transitions led to oscillations in the simulation, the reason for which is possibly a parasitic substrate mode, but a more rigorous study of the instability remains to be done. Nevertheless, the performance obtained with the post-couplers demonstrates the tremendous potential of the device. The square helix and the post-couplers are ready for fabrication.

Although the concept of frequency multiplication with linear beam traveling wave tubes has been known for some time, the exploitation of harmonic signal power generated by a dedicated TWT multiplier has seldom been pursued. In this work, a single-stage 850-GHz TWT is shown to exhibit a simulated conversion efficiency of 7% to the second harmonic at 1700 GHz for an input power of 25 mW which is comparable with the efficiencies of state-of-the-art solid-state doublers. It may be concluded that a substantial amount of power can be generated even though the signal at the second harmonic does not interact with the electron beam. The input/output couplers of the square helix TWT can be directly used at the input of the doubler, but further work is needed on the design of an output coupler which separates the fundamental and harmonic signals. The power at the fundamental frequency may be notable, and if reflected from the output coupler, unstable operation of the device may occur.

Moreover, this dissertation discussed a first-of-its-kind 1-THz cascade backward wave amplifier based on a double-corrugated waveguide SWS. The combination of a CBWA and a DCW-SWS allows more relaxed manufacturing requirements than the square helix TWT. The matching of a DCW-SWS to a rectangular waveguide has been realized in three different ways. The first structure exploited height tapering of the corrugations, but while providing excellent performance over a wide band, its microfabrication turns out to be difficult. In the second structure, the height of the corrugations was kept constant, but the distance between them in the transverse direction was tapered linearly until the corrugations merged with the waveguide side walls. The number of corrugations in the distance taper needed to be approximately doubled in order to attain similar matching performance with the height tapering. Hence, to minimize the coupler length while keeping the corrugation height constant, a third coupler type was introduced. Not only the distance between the corrugations in the transverse direction was tapered nonlinearly, but the corrugations were also made so wide that the other end touched the waveguide side walls. This novel coupler was shown to provide a -10 dB bandwidth of 250 GHz for a length of just 475 µm. Both the linear
distance taper and the nonlinear distance taper structure were realized with X-ray LIGA.

The loss per SWS period is essential for deciding on the correct SWS length when a certain amplifier gain is desired. Slow wave structure samples with different lengths were realized in order to measure the losses of the DCW-SWS at 1 THz. Unfortunately, the manufactured structures were malfunctioning, and therefore the losses could not be extracted. It was shown, using simulations, that an excess height of only a few corrugations is enough to attenuate the transmitted signal to the level exhibited by the measurements. Missing corrugations were shown to be important primarily from the point of view of the return loss, especially if the corrugations were missing near the input port. As the structures are periodic and the defects are related mainly to the height of the corrugations, it could be possible to synthesize the measured S-parameters from simulated scattering matrices of single corrugation periods with varying heights. In any case, the performed simulations provided important information on how the efforts to improve the manufacturing process should be targeted.

Both the traveling wave tube and the cascade backward wave amplifier require a high to ultra-high vacuum to operate correctly. The vacuum envelope is sealed with vacuum windows, through which the input and output signals have to pass. The window has to be manufactured from a material which withstands the high temperatures during the baking of the tube, and its dimensions have to be large enough to provide sufficient mechanical stability. The mounting of the window in an input/output waveguide makes the electromagnetic design relatively uncomplicated, but the small size of a 1-THz waveguide necessitated other placement. A novel configuration consisting of a dual-mode horn with an integrated quartz window has been proposed. The window was placed between two separate flaring sections of the horn, which allows the use of a larger window diameter. However, the window and the vacuum envelope disturb the fields inside the horn, which made the design very challenging. Although further improvement in the geometry of the discontinuity creating the higher order mode in the horn is possible, the far-field radiation pattern simulations have clearly evidenced the improved beam symmetry and lower sidelobes over a single-mode horn. The far-field radiation pattern of the horn has also been calculated by performing a Gauss-Laguerre analysis, and good agreement between the radiation characteristics has been obtained. The Gauss-Laguerre method is fast and allows the effect of phase difference and amplitude ratio between the modes to be investigated easily, while the huge amount of mesh cells in the 3D simulations can be dealt in a reasonable time only with powerful CPU/GPU clusters. The bandwidth of
the dual-mode horn is limited by the resonant character of the window rather than the in-phase condition of the modes, and may be extended by making holes or grooves into the surfaces of the window. This will be addressed in future work.

An essential step in the development of a THz-amplifier is the experimental characterization of the amplification performance. Sources, detectors and other measurement equipment at 1 THz are, however, expensive and rarely available. Hence, a general-purpose quasioptical measurement setup based on two free-standing wire grid polarizers for measuring the transmittance and reflectance of a device under test has been designed and built in-house. Such a setup is optimal in the case of the THz-amplifier, which exploits quasioptical coupling via dual-mode horns. Furthermore, the setup is compatible with a molecular gas laser, which, in contrary to the solid-state multiplier source of a network vector analyzer, provides a possibility to investigate the amplifier performance in the saturation regime. A polarization loss analysis of the setup and a simple method for calibrating it have been presented in the course of this dissertation. Calibration measurements with photomixers have shown the transmittance and reflectance losses caused by the setup itself to be within 0.7 dB from the ideal 9 dB and 12 dB, respectively.

The latter part of the dissertation focused on the diplexing of the LO- and signal beams in a heterodyne array receiver. Due to the increased waveguide losses at THz-frequencies, quasioptical diplexing with a Martin-Puplett interferometer is often preferred. Misalignment and deformation of the quasioptical components cause the optical path length difference between the two arms of the interferometer to deviate from the desired value, which leads to an incorrect polarization state of the output signal and, consequently, to coupling losses. The position of one roof mirror is typically adjustable, so in a single-pixel receiver, the path length error can be compensated by moving the mirror. In the case of a multi-pixel receiver, the error is different for each pixel, and while the total error can be minimized, it cannot be completely eliminated by moving the mirror. Hence, a ray-tracing program has been developed for investigating the path length differences between different pixels when the quasioptical components of the interferometer are deformed or misaligned. Furthermore, a measurement method for obtaining path length difference information experimentally has been presented. By combining these two approaches, a new method for finding the defects in a diplexer has been proposed. Based on the measurement results, the program is able to compute a component configuration creating the measured path length differences. The results of the simulated defects were demonstrated to be in agreement with verification measurements. Furthermore, five defect param-
eters are shown to be sufficient for reproducing the measured path length differences in a laboratory diplexer and in the diplexer of the multi-pixel receiver CHAMP+. The obtained parameter values are mainly on the order of dozens of micrometers or millidegrees. The only parameter outside the expected range is the lateral shift of a roof mirror with a magnitude of several millimeters. No measurement data were available to confirm the simulation result, but such a misalignment could have been created accidentally during a change of a polarizer. The quasioptical configuration of the diplexer may be corrected based on the information provided by the simulations, which leads to lower optical coupling losses and higher receiver sensitivity. The expansion of the capabilities of the ray-tracing program to allow investigation of quasioptical single sideband filters is planned for the future.
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