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Abstract. The interaction between solar tides (STs) and gravity waves (GWs) is studied via the coupling of a three-dimensional ray-tracer model and a linear tidal model. The ray-tracer model describes GW dynamics on a spatially and time dependent background formed by a monthly mean climatology and STs. It does not suffer from typical simplifications of conventional GW parameterizations where horizontal GW propagation and the effects of horizontal background gradients on GW dynamics are neglected. The ray-tracer model uses a variant of Wentzel-Kramers-Brillouin (WKB) theory where a spectral description in position-wavenumber space is helping to avoid numerical instabilities otherwise likely to occur in caustic-like situations. The tidal model has been obtained by linearization of the primitive equations about a monthly mean, allowing for stationary planetary waves. The communication between ray-tracer model and tidal model is facilitated using latitude and altitude-dependent coefficients, named Rayleigh-friction and Newtonian-relaxation, and obtained from regressing GW momentum and buoyancy fluxes against the STs and their tendencies. These coefficients are calculated by the ray-tracer model and then implemented into the tidal model. An iterative procedure updates successively the GW fields and the tidal fields until convergence is reached. Notwithstanding the simplicity of the employed GW source many aspects of observed tidal dynamics are reproduced. It is shown that the conventional “single-column” approximation leads to significantly overestimated GW fluxes and hence underestimated ST amplitudes, pointing at a sensitive issue of GW parameterizations in general.
1. Introduction

Solar tides (STs) are atmospheric global-scale waves induced by the daily cycle of solar radiation. STs and internal gravity waves (GWs) are primarily excited in the troposphere and lower-stratosphere, before they propagate upwards. They transport energy, momentum and entropy from high to low density regions. Due to nearly exponential growth in the ascendant motion, GWs and STs strongly influence the dynamics and circulation of the middle-atmosphere. They are considered to be one of the main constituents of the dynamical coupling between the troposphere and the mesosphere and lower-thermosphere (MLT), even if planetary waves also play an important role, for example Rossby waves on the dynamics of the stratosphere.

GW sources include topography, deep convection, latent heat release and wind shear, although wave breaking, wave-wave interactions and the adjustment of unbalanced flows also contribute, see the review by Fritts and Alexander [2003]. These different sources vary seasonally and geographically and the associated spectrum is expected to exhibit a wide range of frequencies and wavelengths, see e.g. the work on non-orographic gravity sources parameterizations [e.g. Buhler and McIntyre, 1999a; Song and Chun, 2005; Choi and Chun, 2011; de la Camara et al., 2014; de la Camara and Lott, 2015]. The altitude of GW breaking depends on the GW characteristics and on the atmospheric conditions during the propagation. The altitude can be either in the middle-atmosphere or in even higher regions where molecular dissipation matters, e.g. Buhler and McIntyre [1999b], Vadas and Fritts [2005, 2006] and Vadas [2013]. GW breaking is associated with a deposition of energy, momentum and entropy.
GW breaking leads to a forcing of the surrounding flow. Major GW effects arise from wave-mean flow interactions. GW mean-flow forcing explains the closure of the jets in the mesosphere, the residual circulation from summer to winter hemisphere near the mesopause and a cooling (warming) in the summer (winter) hemisphere [e.g. Lindzen, 1981; Holton, 1982; Dunkerton and Butchart, 1984]. The influence of GWs on the mean flow varies due to seasonal variations of middle-atmosphere condition. Since the influence of STs varies seasonally, the contribution of GWs to the transient flow [e.g. Walterscheid, 1981; Orland and Alexander, 2006; Senf and Achatz, 2011] must vary seasonally as well. But effects from GW transient-flow interaction are less established.

Moreover, most weather and climate models use conventional GWs parameterizations, see the review by Alexander et al. [2010], in order to describe the interaction with the large-scale flow. In these, GWs are constrained not to travel horizontally. Conventional parameterizations neglect the time-dependence and the horizontal inhomogeneities of the background flow but also the transience of the fields, with potentially important effects [e.g. Chen et al., 2005; Hasha et al., 2008; Senf and Achatz, 2011].

The diurnal global-scale variation of the atmosphere is described by STs. These are atmospheric global-scale waves, forced by the periodic heating of solar radiation as described in the work by Lindzen and Chapman [1969]. Absorption of solar radiation, large-scale latent-heat release associated with deep convection, and nonlinear dynamics (involving e.g. wave breaking or nonlinear interactions between waves) excite STs [e.g. Walterscheid and De Vore, 1981; Hagan and Forbes, 2002]. STs consist of a superposition of sub-diurnal oscillations, for example studied by Forbes and Wu [2006] and Zhang et al. [2006], also because no solar heating is present at night time. Via the modulation of the dynamical
fields, STs influence the propagation of internal GWs [e.g. Eckermann and Marks, 1996; Senf and Achatz, 2011; Liu et al., 2014b]. The modulation of GW breaking is observed since [Liu et al., 2013]. The effect of horizontal GW propagation and GW transience on the modulation of the GW fields by STs is known to some degree. But we are not aware of any study which addresses the feedback of these effects on the STs themselves. This the focus of the present work.

A detailed description of the GW-ST interaction must incorporate a huge range of spatial scales, from global to sub-meso and below. This is beyond the capacities of present-day computers, while (sub-)mesoscale waves contribute significantly to the wave-mean flow interactions [e.g. Liu et al., 2014a]. Two sets of models were develop in past studies of this interaction. In the first set are linear tidal models, allowing a clear cause-effect relationship, and nonlinear global circulation models [e.g. Orland and Alexander, 2006], where GWs are parameterized quite simply. In the second set, ray-tracing techniques are used to describe GW propagation in a prescribed temporally and spatially varying background flow [e.g. Eckermann and Marks, 1996; Vadas and Fritts, 2005]. The present study combines these two approaches by coupling a linear tidal model with a GW ray-tracer model.

The ray-tracing scheme is based on Senf and Achatz [2011]. A new location-wavenumber phase-space wave-action density conservation scheme has been implemented into this, however, according to Buhler and McIntyre [1999b], Hertzog et al. [2002] and Muraschko et al. [2014]. Each ray can be seen as one of many wave trains constituting together the total GW field. In this spectral approach, however, it is more straightforward to say that it represents a sub-volume of points in location and wavenumber space. Those sub-volumes
propagate in location and wavenumber space along characteristics given by the *Wentzel-Kramers-Brillouin* (WKB) theory. This spectral approach solves (almost completely) classical problems associated with the crossing of rays, see the review about ray-tracer models by *Broutman et al.* [2004]. The wave amplitude of a given spectra element at a given location is predicted from the phase-space wave-action density. In the absence of molecular or nonlinear dissipation the latter is simply conserved along the trajectory of a ray.

The STs are determined using a linear model based on that employed by *Grieger et al.* [2004] and *Achatz et al.* [2008]. It requires as input a climatological mean, including stationary planetary waves, of wind and temperature, here taken from a global circulation model. GW effects are accounted for by spatially varying Rayleigh-friction and Newtonian-relaxation coefficients, see e.g. *Miyahara and Forbes* [1991], *Orland* [2005] or *McLandress* [2002] for examples of studies using these coefficients. The coupling between ray-tracer and tidal models is done iteratively, similar to the procedure followed by *Meyer* [1999] in the coupling of a tidal model with a Lindzen-Matsuno GW model without horizontal GW propagation and explicit vertical GW propagation: beginning with STs from HAMMONIA, the ray-tracer model is used to determine the diurnally modulated GW fluxes. These are translated into corresponding Rayleigh-friction and Newtonian-relaxation coefficients. The latter are then used in the tidal model to determine new tidal fields. These are used again in the ray-tracer model for the determination of new Rayleigh-friction and Newtonian-relaxation coefficients, and so forth. This is iterated a few times to obtain a converged result on GW depositions and on tidal fields. See the
sketch in Fig. 1. The results are then compared to a “single-column” experiment, where
the horizontal GW propagation is neglected.

The paper is structured as follows. Next to this introduction (section 1), we give a
description of the background flow on which the two sorts of waves propagate (section 2).
This is followed by a description of the tidal model (section 3), and then a description of
the ray-tracer model (section 4). In section 5, the converged results on GW fluxes and STs
are presented, in comparison with the ones from a more conventional parameterization of
GWs. A summary is given in section 6.

2. Climatological mean state and solar tides from the HAMMONIA model

The climatological mean fields used both in the tidal model and in the ray-tracer model
are taken from the global circulation model HAMMONIA, which is described in detail
by Schmidt et al. [2006]. The climatological mean includes stationary planetary waves.
Monthly averaged values are provided from a twenty years experiment with a spectral
truncation at $T48$ and 67 vertical levels using a hybrid pressure coordinate. The data in-
clude horizontal wind, temperature and geopotential height. Horizontal wind ($U_{BG}, V_{BG}$)
and temperature $T_{BG}$ are shown in Fig. 2.

The iterative procedure for our study of the GW-ST interaction needs to be initialized.
Either one can use in the tidal model a prescribed GW forcing, e.g. by Wood and Andrews
[1997], or the ray-tracer model can first be used with STs from some other model, e.g.
a global circulation model. Both options lead to identical results on the converged GW
depositions and ST fields (not shown).

For the second option we have taken STs from the HAMMONIA global circulation
model as a reference. They are obtained from monthly mean diurnal cycles (with interval
of 3 hours) from that model. These monthly mean diurnal cycles constitute seasonally
dependent STs. The corresponding dynamical fields are decomposed using a time and
longitude Fourier transform (Eq. 1).

\[
\sum_{n \in \mathbb{N}} \sum_{s \in \mathbb{Z}} R_{n,s} \cos(n\Omega_T t + s\lambda) + I_{n,s} \sin(n\Omega_T t + s\lambda)
\]  

Here \( t \) is the time, \( \Omega_T \) the Earth’s rotation rate, \( \lambda \) the longitude, \( n(=1,2,3\ldots) \) a
sub-harmonic of a solar day and \( s(=\ldots-3,-2,-1,0,1,2,3\ldots) \) the zonal wavenumber.
\( n = (1,2,3) \) represent oscillations with period \((24h,12h,8h)\), respectively. These are
the diurnal, semi-diurnal and ter-diurnal tides, respectively. Eastward and westward
propagation correspond to \( (s < 0) \) and \( (s > 0) \) respectively. \( R_{n,s} \) and \( I_{n,s} \) are the cosine
part and sine part of the \((n,s)\) tide. \( R_{n,s} \) and \( I_{n,s} \) can also be called real and imaginary
part of a ST. They are latitude-altitude and seasonally dependent.

Here and later, \( \|F\|_{\text{day}} \) symbolize the diurnal amplitude of any field \( F \) and \( \text{Im}(F)_{\text{day}} \)
its diurnal sine part.

Tides described with \( s = n \) propagate westward at the apparent Sun motion, and
are referred to as migrating tides. Absorption of solar radiation by a non-symmetric
atmosphere leads to a whole range of east(west)ward ST components. Tides with \( s \neq n \)
are referred to as non-migrating tides.

For simplicity, the present work is limited to the diurnal \((n = 1)\) ST. Further work
will consider semi-diurnal and ter-diurnal tides. In this study, \( DW_s \), respectively \( DE_s \),
denote a westward, respectively eastward propagating diurnal tide, \( s \) being the absolute
value of the zonal wavenumber. \( D_0 \) denotes the diurnal standing tide. Some of the
important Fourier components of the HAMMONIA diurnal STs are presented later, along
with results from our linear tidal model (see subsection 5.3 and left column of Figs. 7 and 8).

3. Solar-tides model

In our tidal model, the atmosphere is described by a discrete, real, time-dependent, state vector $Y(t)$. This vector comprises the horizontal divergence, vorticity, temperature and surface pressure, all projected on spherical harmonics.

The state vector $Y(t)$ is decomposed into a time-independent mean-state, all tidal components (diurnal, semi-diurnal . . . ) and the remaining transients. $Y_0$ denotes the monthly mean reference state vector, $Y_n$ the $n$-th tide ($Y_n^*$ the corresponding complex conjugate) and $\tilde{Y}(\omega)$ the Fourier transform of the remaining field.

$$Y(t) = Y_0 + \sum_{n=1}^{\infty} \left( Y_n e^{-in\Omega_T t} + Y_n^* e^{in\Omega_T t} \right) + \int_{\mathbb{R}} \left( \tilde{Y}(\omega)e^{-i\omega t} + \tilde{Y}^*(\omega)e^{i\omega t} \right) d\omega$$

(2)

STs result from a combination of linear and nonlinear processes. The dynamical equations controlling the state vector $Y(t)$ are decomposed into their linear and nonlinear contributions, respectively named $\mathcal{L}Y$ and $\mathcal{N}[Y]$, to which is added a forcing or heating component $\mathcal{F}[Y]$. The forcing or heating $\mathcal{F}[Y]$ includes e.g. the solar absorption and the GW drag. The nonlinear part $\mathcal{N}[Y]$ of the dynamical system includes quadratic and non-quadratic terms, e.g. from the advective derivatives. The linear term $\mathcal{L}Y$ includes, e.g., the Coriolis contribution.

$$\partial_t Y(t) = \mathcal{L}Y + \mathcal{N}[Y] + \mathcal{F}[Y]$$

(3)
Our linear tidal model is in many aspects identical to the linear model used by Grieger et al. [2004] and Achatz et al. [2008]. The model has been obtained by linearizing the primitive equation code KMCM (Kühlungsborn Mechanistic Circulation Model, details on the model by Becker and Schmitz [2003]), in its conservative-adiabatic version, about some arbitrary reference state $Y_0$. This has been done using the automatic differentiation tool TAMC (Tangent Adjoint Model Compiler) developed by Giering and Kaminski [1998], and resulting in $L_0Y$ for any input $Y$. $L_0Y$ includes the linear term $LY$ but also the linearization of $N[Y]$ about $Y_0$. The linear model uses the HAMMONIA climatological mean as reference state $Y_0$ (see section 2). The forcing of the tidal model includes the diurnal cycle of the heating rates in HAMMONIA data, denoted here $Q_1$ and discussed by Achatz et al. [2008].

Neglected nonlinearities are taken into account by linear parameterization. To prevent any problem in the integration process, we add a molecular thermal conductivity as in Vial [1986]. This represents a small dissipative process which rises as density decreases, also used in Wood and Andrews [1997]. No additional dissipative processes are included.

GW dynamics is coupled iteratively to the STs (Fig. 1). The propagation and saturation / breaking (in our ray-tracer model) of GWs leads to a deposition of momentum and entropy. The deposition is projected onto the ST fields and their tendencies. From the projections, Rayleigh-friction and Newtonian-relaxation coefficients ($\gamma_R, \gamma_T$) are calculated, as described later in details (see section 4). Rayleigh-friction and Newtonian-relaxation coefficients are latitude, altitude and seasonally dependent. They form an approximate diurnal forcing, due to GWs, of diurnal STs, and given by Eq. 4.
\[ -\gamma^R Y_1 - \frac{\gamma^T}{\Omega_T} \partial_t Y_1 \]  

(4)

Adding the different contributions, the linear tidal model leads to Eq. 5 for the diurnal ST state vector \( Y_1 \). Positives (negatives) values of the Rayleigh-friction and Newtonian-relaxation coefficients \( \gamma^R \) are thus associated with a deceleration (acceleration) of the diurnal tides and imaginary coefficients \( \gamma^I \) influence the diurnal ST phases (Eq. 5).

\[
\left( 1 + \frac{\gamma^T}{\Omega_T} \right) \partial_t Y_1 = \left( \mathcal{L}_0 - \gamma^R \right) Y_1 + Q_1
\]

(5)

Our linear tidal model has a spectral truncation at \( T48 \) and uses 67 vertical levels. The overall linear operator on Eq. 5 is dimensionally too big for direct matrix inversion. Instead we integrate Eq. 5 using a fourth order Runge-Kutta scheme with a fixed time step of \( \Delta t = 120 \text{s} \) (convergence checked), but a forcing \( Q_1 \) gradually increasing from \( t = 0 \) to \( t = 1 \text{days} \). The model is integrated in total over 20 days. The last 5 days are used for a determination of the diurnal ST by Fourier analysis.

4. Gravity-wave model

Our ray-tracer model describes the linear evolution of GW trains propagating in a three-dimensional global-scale time-changing flow. It computes GW propagation, refraction and dissipation through a prescribed arbitrary atmosphere (time and spatially dependent) under the WKB approximation. This is the natural setting for unresolved, sub-grid-scale waves. The background flow includes a climatological mean (section 2) and diurnal STs (section 3).
The model is based on the work by Senf and Achatz [2011]. It has been modified by
the implementation of a new phase-space wave-action density scheme (subsections 4.3 and
4.6), according to Buhler and McIntyre [1999b], Hertzog et al. [2002] and Muraschko et al.
[2014], as detailed below.

4.1. Global ray-tracer model

GWs are assumed, in our model, to be described by the real part of a complex field,
with a slowly varying amplitude and a rapidly varying small-scale wave-phase \( \phi(x, t) \). The
phase derivatives define the slowly varying wavenumber vector \( \mathbf{k} = \nabla_x \phi = k e_\lambda + le_\theta + me_r \)
and the slowly varying absolute frequency \( \omega = -\partial_t \phi \). \( e_\lambda \), \( e_\theta \) and \( e_r \) are the usual zonal,
meridional and radial unit vector. \( \nabla_x = e_\lambda/r \cos(\theta) \partial_\lambda + e_\theta/r \partial_\theta + e_r \partial_r \) denotes the
spherical gradient and \( \nabla_k \) the wavenumber gradient.

A local dispersion relation and polarization relations between GW amplitudes are ob-
tained to leading order of the scale-separation parameter. Our model uses the dispersion
relation (Eq. 6) of GWs in a rotating stratified atmosphere under Boussinesq approxima-
tion, valid for waves with vertical scale less than the atmospheric scale height. Our model
also uses the corresponding polarization relations.

\[
\Omega(x, k, t) = \omega = k \cdot U + \hat{\omega} = k \cdot U \pm \sqrt{\frac{N^2(k^2 + l^2) + f^2m^2}{k^2 + l^2 + m^2}}
\]  

(6)

The spatially-dependent background flow evolves in time due here to STs. \( N(x, t) \) is
the reference buoyancy frequency, \( f(\theta) \) the local latitude-dependent Coriolis parameter,
\( U(x, t) = U e_\lambda + V e_\theta \) the horizontal background wind and \( \hat{\omega} \) denotes the intrinsic frequency.
If \( \hat{\omega} > 0 \), GWs with upward propagating group velocity are associated with \( m < 0, k > 0 \).
denotes waves with positive zonal intrinsic group velocity and $l > 0$ northward intrinsic group velocity (see group velocities in Eq. 9).

GW trains propagate along characteristics given by Eq. 7 and Eq. 8.

\[
\begin{align*}
\frac{d}{dt}x &= c_g \\
\frac{d}{dt}k &= -\nabla_x \Omega
\end{align*}
\]

\(d_t = \partial_t + c_g \cdot \nabla_x\) is the time derivative along a ray. \(c_g = \nabla_k \Omega = c_{g\lambda}e_\lambda + c_{g\theta}e_\theta + c_{gz}e_r\) denotes the absolute group velocity and \(\hat{c}_g = c_g - U\) the intrinsic group velocity. The geometric position \(x\), the wavenumber vector \(k\) and the absolute frequency \(\omega\) evolve during the propagation. Projecting Eqs. 7 and 8 on spherical coordinates leads to the governing equations of propagation (Eq. 9) of our global three-dimensional ray-tracer model, with standard norm \(\|k\|^2 = k^2 + l^2 + m^2\). Details of the calculation are given in Hasha et al. [2008].

The ray-tracer model integrates Eq. 9 along each ray-path. Modifications observed in GWs characteristics are induced by background flow (spatial and temporal) changes along the propagation. The implementation is described in subsection 4.3 where the use of the additional and redundant $\omega$-equation is discussed as well.
\[
\begin{align*}
\frac{d \lambda}{dt} &= \frac{c_{g \lambda}}{r \cos(\theta)} = \frac{1}{r \cos(\theta)} \left( U + \frac{k}{\hat{\omega} \| \mathbf{k} \|^2} (N^2 - \hat{\omega}^2) \right) \\
\frac{d \theta}{dt} &= \frac{c_{g \theta}}{r} = \frac{1}{r} \left( V + \frac{1}{\hat{\omega} \| \mathbf{k} \|^2} (N^2 - \hat{\omega}^2) \right) \\
\frac{d r}{dt} &= c_{gr} = -\frac{m}{r \overline{\omega} \| \mathbf{k} \|^2} (\hat{\omega}^2 - f^2) \\
\frac{d \omega}{dt} &= \frac{k}{r \cos(\theta)} \cdot \partial_t U + \frac{2 \hat{\omega} \| \mathbf{k} \|^2}{k^2 + l^2} \partial_t N^2 \\
\frac{d k}{dt} &= -\frac{k}{r \cos(\theta)} \cdot \partial_t U + \frac{2 \hat{\omega} \| \mathbf{k} \|^2 r \cos(\theta)}{k^2 + l^2} \partial_{\lambda} N^2 + \frac{c_{g \lambda}}{r} \left( l \tan(\theta) - m \right) \\
\frac{d l}{dt} &= -\frac{k}{r} \cdot \partial_\theta U - \frac{2 \hat{\omega} \| \mathbf{k} \|^2 r \cos(\theta)}{k^2 + l^2} \partial_\theta N^2 - \frac{m^2}{2 \hat{\omega} \| \mathbf{k} \|^2 r} \partial_\theta f^2 - \frac{1}{r} \left( k \tan(\theta) c_{g \lambda} + m c_{g \theta} \right) \\
\frac{d m}{dt} &= -k \cdot \partial_r U + \frac{2 \hat{\omega} \| \mathbf{k} \|^2}{r} \partial_r N^2 + \frac{1}{r} \left( k c_{g \lambda} + l c_{g \theta} \right)
\end{align*}
\]

Eq. 9 describes the effect of spatial and temporal background variations on the GWs.

The wavenumber norm $\| \mathbf{k} \|^2$ only evolves due to background flow changes along the propagation. Curvature terms do not change the wavenumber norm $\| \mathbf{k} \|^2$, but tilt the wavenumber direction $\mathbf{k} / \| \mathbf{k} \|$. Note that this is not the case in the ray-tracer equations, projected in spherical coordinates, as written in Hasha et al. [2008], so that we have modified them accordingly.

Conventional GW parameterizations neglect horizontal wavenumber changes due to background flow horizontal gradients. Conventional GW parameterizations also neglect horizontal wave propagation. In a scheme under this “single-column” approximation, $\Omega(\mathbf{x}, \mathbf{k}, t)$ is assumed formally independent of $(\lambda, \theta)$, and $(k, l)$ are both constant along rays. For consistency, the curvature terms are as well ignored in such approximation. For simulations in “single-column” approximation, we impose:
\[ d_t \lambda = d_t \theta = d_t k = d_t l = 0 \] (10)

The time dependence of the background flow, due here to diurnal STs, causes a modulation of the GW frequency \( \omega \) along the propagation, as expressed by the \( \omega \) equation and as was studied e.g. by Eckermann and Marks [1996].

Eq. 9 gives the position and the time evolution of all intrinsic GW characteristics but its amplitude. In the absence of forcing and dissipation, the ray amplitude is governed by (Eq. 11) the conservation of the wave-action density \( A = E/\hat{\omega} \), \( E \) being the disturbance energy density per unit of volume, following e.g. Bretherton and Garrett [1968] and Grimshaw [1975].

\[ \partial_t A + \nabla_x \cdot (A \mathbf{c}_g) = d_t A + A \nabla_x \cdot \mathbf{c}_g = 0 \] (11)

The divergence of the group velocity determines the evolution of the wave-action density.

As described later, see subsection 4.6, our ray-tracer model does not use Eq. 11 directly. Following Buhler and McIntyre [1999b], Hertzog et al. [2002] and Muraschko et al. [2014], it rather uses phase-space wave-action density, thereby avoiding problems associated with the crossing of rays, namely caustics.

4.2. Gravity wave source

GW sources include several aspects in addition to topography (see the review by Fritts and Alexander [2003] and e.g. de la Camara et al. [2014]), a non-exhaustive list containing wind shear [e.g. Buhler and McIntyre, 1999a], convection [e.g. Song and Chun, 2005; Choi and Chun, 2011], fronts and jets [e.g. de la Camara and Lott, 2015]. The inclusion of
corresponding sources into our GW model is left to future work. Here, however, we use
for simplicity a small highly idealized GW ensemble, listed in Table 1.

This follows the work by Becker and Schmitz [2003] who have shown that the mean
residual circulation of middle-atmosphere is well reproduced in a global circulation model
with a small GW ensemble, using a single-column Lindzen parameterization. Meyer [1999]
also uses a small idealized GW ensemble in a study of the GW-ST interaction.

The GW ensemble from Becker and Schmitz [2003] is used in this study, as it was
by Senf and Achatz [2011]. A horizontally homogeneous lower-boundary condition is
assumed for the ray-tracer model, where GWs are emitted homogeneously at a lower-
boundary, \( \hat{z}_B = 25 \text{ km} \) (\( \hat{z} \) denotes the average geopotential height of a hybrid model level,
see subsection 4.3), in different azimuthal directions. GWs have initial horizontal phase
velocities \( 6.8 \text{ m/s} \leq c_H \leq 30 \text{ m/s} \), horizontal wavelengths \( 380 \text{ km} \leq L_H \leq 600 \text{ km} \) and
vertical fluxes of horizontal momentum \( 0.2 \text{ kg/m/s/day} \leq F_H \leq 0.4 \text{ kg/m/s/day} \). The
GW ensemble is non-isotropic with smaller horizontal wavenumber \( k_H \), larger horizontal
absolute phase velocities \( c_H \) and larger vertical flux of horizontal momentum \( F_H \) pointing
westward. The non-isotropy of the GW source has been introduced by Becker and Schmitz
[2003] to obtain a realistic horizontal wind climatology with their general circulation
model. In comparison with Senf and Achatz [2011] study, flux of horizontal momentum
are a factor 100 smaller at equivalent launch level. This factor has been chosen so as to
obtain magnitudes in GW depositions roughly corresponding to what one expects for the
closure of the mesospheric jets.

The background fields (climatological mean plus STs) are given on a global \((\lambda, \theta, r)\) grid.
Rays are initialized at the launch location \( \hat{z}_B = 25 \text{ km} \) by specifying horizontal wavenum-
ber $k_H$ and horizontal phase velocity $c_H$ magnitude and direction (Table 1). Intrinsic frequency $\hat{\omega}$ and vertical wavenumber $m$ are computed using the dispersion relation (Eq. 6), imposing an upward direction of the initial local group velocity. The local wave-action density $A = E/\hat{\omega}$ is obtained from the initial vertical flux of horizontal momentum $F_H$ using the polarization relations (see subsection 4.5 below). Each ray of each GW ensemble member is integrated forward separately.

Each ray characterizes a finite-volume in position-wavenumber phase-space. Specific details on that volume are given below, in subsection 4.6. One ray, or phase-space finite-volume, is emitted initially per grid cell on the horizontal $(\lambda, \theta)$ grid at the lower-boundary at $\hat{z}_B = 25 \, km$. New rays are emitted in the course of a simulation if a ray volume has propagated vertically by more than its original vertical extent (Fig. 3). We found this approach more consistent with our position-wavenumber scheme, as it ensures a fixed lower boundary condition for the GW fields. In contrast to this, Senf and Achatz [2011] have launched new rays at every time step. The implementation of more realistic GW sources is left to future work.

### 4.3. Numerical implementation

Since the background fields are defined on a pre-defined spatial grid, while the rays move freely in space, so background fields must be interpolated to the ray positions for use in the ray equations, while the momentum and buoyancy fluxes due to the ray must be mapped onto the grid, so as to obtain an output of use for the tidal model. The background fields are interpolated to the ray location via a linear polygonal interpolation. A further complication is that the grid of the tidal model uses hybrid vertical levels with time and spatially dependent vertical position. Here each hybrid level is characterized by
its horizontal-mean geopotential height. For the direct applicability of background flow data, it is therefore necessary to identify the horizontal-mean geopotential height ($\tilde{z}$, hybrid coordinate) of the vertical position of a ray. If $c_{gH}$ denotes the horizontal group velocity vector, each change of altitude $r$ along the ray can be expressed by Eq. 12, leading to a governing equation for the evolution of the corresponding hybrid-level coordinate (Eq. 13).

\begin{align}
\frac{dt}{dr} &= \partial_t r + (d_t \lambda) \partial_\lambda r + (d_t \theta) \partial_\theta r + (d_t \tilde{z}) \partial_{\tilde{z}} r \\
\frac{d_t \tilde{z}}{\partial_{\tilde{z}} r} &= \frac{1}{c_{gH}} (c_{gz} - \partial_t r - c_{gH} \cdot \nabla x r)
\end{align}

The time-integration of the ray equations (Eq. 9 plus wave-action density in position-wavenumber phase-space) is done in two stages. First, an integration estimate is obtained from a Runge-Kutta third order scheme with a fixed time step of $\Delta t = 300$ s. Second, an optimization technique is used to adaptively change all ray properties until the dispersion relation is retained (details by Senf and Achatz [2011]). The two-stage scheme assumes that wavenumber $k$ and frequency $\omega$ both evolve. The redundant information gained by the $\omega$-equation in (Eq. 9) is therefore used to correct numerical errors and stabilize the implemented method.

Convergence of our results has been checked with regard the length of the employed time step, and the integration period (not shown). Presented results are averaged over 2 days. No explicit WKB validity test is performed. Only rays which cross the extreme thresholds of 100 km vertical wavelength or 10 days intrinsic period are removed. Similar results are found with different threshold (not shown). As noted by Sartelet [2003], ray theory performs remarkably well even if the scale separation assumption is not fulfilled.
4.4. Wave saturation

Wave saturation schemes are heuristic methods by which nonlinear wave breaking can be modeled within a linear ray-tracer model. Numerous saturation schemes exist and we choose, for reasons of simplicity, static stability as criteria for the GW breaking of a monochromatic wavepacket. This will be improved in future work.

\((u', v', w')\) denote the zonal, meridional and vertical GW velocity components. \(b'\) denotes the GW buoyancy and \(\rho\) the background flow density. From the polarization relations associated with the GW dispersion relation (Eq. 6), the energy disturbance density \(E\) is given by Eq. 14, where an extra factor \(1/2\) results from the phase averaging, and \((u', v', w', b')\) denote respective amplitudes.

\[
E = \rho \left( \frac{|u'|^2}{2} + \frac{|v'|^2}{2} + \frac{|w'|^2}{2} + \frac{|b'|^2}{2N^2} \right) \\
= \rho \left( \frac{1}{2} + \frac{m^2}{N^2(k^2 + l^2)} \right) \frac{|b'|^2}{N^2} \\
= \rho \left( \frac{1}{2} + \frac{m^2}{k^2 + l^2} \right) \hat{\omega}^2 |b'|^2 N^4
\]  

(14)

According to the static-stability criterion a GW breaks if its vertical buoyancy gradient is sufficiently large to neutralize or overturn the ambient potential-temperature gradient. At the breaking threshold, the GW buoyancy amplitude \(b'\) and the buoyancy frequency \(N\) therefore satisfy the relation \(N^2 = |b'm|\). This relation can be converted into a saturation threshold \(A_{Sat}\) for the wave-action density \(A = E/\hat{\omega}\) (Eq. 15).

\[A_{Sat} = \rho \left( \frac{1}{2} + \frac{m^2}{k^2 + l^2} \right) \frac{\hat{\omega}}{m^2}
\]

(15)

There is no dissipation if \(A < A_{Sat}\). As density decreases with altitude, however, GWs ultimately break, the wave action is reduced to its threshold value.
The saturation scheme is applied to each ray separately, before momentum and buoyancy GW fluxes due to the ray, are mapped onto the background pre-defined spatial grid, this last part being explained in the next two sub-sections.

4.5. Momentum and buoyancy deposition

GW-mean-flow interaction is mediated by a deposition of momentum and buoyancy. In addition to define the energy disturbance density $E$ (Eq. 14), the polarization relations also help us to determine the momentum and buoyancy fluxes needed in the calculation of the various depositions. The obtained expressions are listed below (Eq. 16). Note that the vertical flux of horizontal momentum $F_H$, used in the GW ensemble (see Table 1), equals $\|\rho u'_H w'\|$, where $u'_H$ is the horizontal GW velocity.

\[
\begin{align*}
\rho u'^2 & \equiv A \hat{c}_g k^2 \left(1 - \frac{1 + (l/k)^2}{1 - (\hat{\omega}/f)^2}\right) \\
\rho u'v' & \equiv A \hat{c}_g k^2 \\
\rho v'^2 & \equiv A \hat{c}_g l^2 \left(1 - \frac{1 + (k/l)^2}{1 - (\hat{\omega}/f)^2}\right) \\
\rho u'_H w' & \equiv A \hat{c}_g r \frac{1 - (f/\hat{\omega})^2}{k^2 + l^2} \\
\rho w'^2 & \equiv A \hat{\omega} \\
\rho w'b' & \equiv 0 \\
\rho u'_H b' & \equiv A m f N^2 \frac{k^2}{\hat{\omega}^2 \|k\|^2} (k_H \times e_r)
\end{align*}
\]  

(16)

Note that momentum horizontal fluxes $\rho u'_H w'$ are linked to the horizontal buoyancy fluxes $\rho u'_H b'$ (Eq. 17), as follows from Eq. 16.

\[
f e_r \times \rho u'_H w' = \left(\frac{\hat{\omega}}{N}\right)^2 \rho u'_H b'
\]  

(17)

Our ray-tracer model calculates the various fluxes on the global $(\lambda, \theta, r)$ grid. Fluxes corresponding to a ray volume (Eq. 16) are only deposited at its location in position-
space. Adding the contribution of all the rays, and using a distance-weighted filtering procedure, gives the total value of the various fluxes (Eq. 16) on the global pre-defined $(\lambda, \theta, r)$ grid.

The convergence of momentum and buoyancy fluxes is then obtained in spherical coordinate (Eq. 18). Following Senf and Achatz [2011], $f_x (f_y)$ denotes the zonal (meridional) GW convergence of momentum flux and $f_b$ the GW convergence of buoyancy. Positive (negative) values of $f_{x,y,b}$ are therefore associated with an acceleration (deceleration) of the surrounding flow, either for the climatological mean or for the STs.

$$
\begin{align*}
  f_x &\equiv -\frac{1}{\rho} \nabla_x \cdot (\rho \mathbf{v}' \mathbf{u}') \\
  f_y &\equiv -\frac{1}{\rho} \nabla_x \cdot (\rho \mathbf{v}' \mathbf{v}') \\
  f_b &\equiv -\frac{1}{\rho} \nabla_x \cdot (\rho \mathbf{v}' b')
\end{align*}
$$

(18)

The GW forcing of the climatological mean flow is given by the daily mean of GW flux-convergences $f_{x,y,b}$. The forcing of diurnal STs is given by the diurnal modulation of these flux-convergences $f_{x,y,b}$.

GW effects on climatological mean and STs (as needed in the tidal model) can be quantified using Rayleigh-friction and Newtonian-relaxation coefficients and have already been used in the context of GW-ST interaction [e.g. Miyahara and Forbes, 1991; Ortland, 2005; McLandress, 2002]. These coefficients measure the zonally averaged projection of the convergence-fluxes $f_{x,y,b}$ onto the diurnal tidal components and tendencies. They are given by Eq. 19.
\begin{align}
\gamma^R_x &\equiv -\frac{-\langle U_{ST} f_x \rangle}{\langle U_{ST}^2 \rangle}, & \gamma^T_x &\equiv -\Omega_T \frac{\langle \partial_t U_{ST} f_x \rangle}{\langle \partial_t U_{ST}^2 \rangle}, \\
\gamma^R_y &\equiv -\frac{-\langle V_{ST} f_y \rangle}{\langle V_{ST}^2 \rangle}, & \gamma^T_y &\equiv -\Omega_T \frac{\langle \partial_t V_{ST} f_y \rangle}{\langle \partial_t V_{ST}^2 \rangle}, \\
\gamma^R_b &\equiv -\frac{-\langle B_{ST} f_b \rangle}{\langle B_{ST}^2 \rangle}, & \gamma^T_b &\equiv -\Omega_T \frac{\langle \partial_t B_{ST} f_b \rangle}{\langle \partial_t B_{ST}^2 \rangle}.
\end{align}

(19)

We denote here by \((U_{ST}, V_{ST}, B_{ST})\) the zonal, meridional and buoyancy diurnal tidal fields. \(\gamma^R_{x,y,b}\) denotes the different projections of the GW flux-convergences (Eq. 18) onto diurnal tidal fields. Projections onto their tendencies are denoted by \(\gamma^T_{x,y,b}\). \(<\ldots>\) represents a zonal and temporal average. Rayleigh-friction and Newtonian-relaxation coefficients depend on latitude, altitude, and the season. These coefficients are used in our linear tidal model (see section 3) to capture the impact of GW dynamics on STs.

Conventional GW parameterizations in linear tidal models often prescribe \(\gamma^T_{x,y,b} = 0\) while \(\gamma^R_{x,y,b}\) is positive and only depends on altitude. This kind of GW parameterization was for example used in Wood and Andrews [1997]. It thus accounts for a standard dissipative process. In the GW breaking zone, \(\gamma^R_{x,y,b}\) roughly equals \(1 \text{ day}^{-1}\).

We now explain why these coefficients need to be rescaled. For a given zonal wavenumber \(s\), \(f^R_x(s)\) and \(f^T_x(s)\) respectively denote the cosine and sine part of the flux convergence \(f_x\). Its diurnal part is named \(f^\text{day}_x\). \(U_{ST}, U_{ST}^R(s)\) and \(U_{ST}^T(s)\) are defined likewise. The diurnal forcing \(f^\text{day}_x\) due to the GWs (Eq. 20) is approximated by Eq. 21.

\[
f^\text{day}_x = \sum_{s \in \mathbb{Z}} f^R_x(s) \cos(\Omega_T t + s \lambda) + f^T_x(s) \sin(\Omega_T t + s \lambda) \approx -\gamma^R_x U_{ST} - \gamma^T_x \frac{\partial_t U_{ST}}{\Omega_T}
\]

(20) \hspace{2cm} (21)

The projections of \(f_x\) on \(U_{ST}\) and \(\partial_t U_{ST}/\Omega_T\) are shown in Eqs. 22 and 23. Because GW depositions are modulated by more than one unique STs zonal component, \(\sqrt{\langle U_{ST} f_x \rangle^2} + \langle \partial_t U_{ST}/\Omega_T f_x \rangle^2\) will not equals \(\sqrt{\langle |U_{ST}|^2 \rangle \langle |f^\text{day}_x|^2 \rangle}\), even if it
was expected due to the approximation. For that purpose we rescaled $\gamma_{x,y,b}^{R,T}$ so that Eq. 24 is fulfilled (and equivalently for $V_{ST}$ and $B_{ST}$).

\[
<U_{ST}f_x> = \sum_{s \in \mathbb{Z}} f_x^R(s)U_{ST}^R(s) + f_x^I(s)U_{ST}^I(s) \quad (22)
\]
\[
<\partial_t U_{ST}/\Omega_T f_x> = -\sum_{s \in \mathbb{Z}} f_x^R(s)U_{ST}^I(s) - f_x^I(s)U_{ST}^R(s) \quad (23)
\]
\[
\int_0^{+\infty} \int_{-\pi/2}^{\pi/2} dz d\theta <|f_x^{day}|^2> = \int_0^{+\infty} \int_{-\pi/2}^{\pi/2} dz d\theta (|\gamma_x^R|^2 + |\gamma_x^I|^2) <|U_{ST}|^2> \quad (24)
\]

At last, to prevent any problems in the integration of the linear tidal model (section 3), we remove negative values of $\gamma_{x,y,b}^{R}$ in the thermosphere (hybrid levels higher than 130 km and up to the top at 300 km), as HAMMONIA global circulation model, as ours, were not meant to study the high atmosphere. Corresponding removed coefficients satisfy $1/\gamma_{x,y,b}^{R} \geq -4$ day. Similar results for the middle-atmosphere are found with different threshold (not shown).

### 4.6. Wave-action phase-space density conservation

Ray-tracer models associate a position $x$ with a single wavenumber $k$. Caustics arise when two rays with different wavenumbers coincide, see the review paper about ray-tracer models from Broutman et al. [2004] for more details. Caustics thus represent an apparent breakdown of the basic assumptions of WKB theory. Moreover, they can lead to stability problems in the numerical simulation of GW mean-flow interactions, as studied by Rieper et al. [2013] and Muraschko et al. [2014]. However, as shown by Muraschko et al. [2014], most caustic problems disappear in the formalism of Buhler and McIntyre [1999b] and Hertzog et al. [2002], where the conservation of wave-action density (Eq. 11) is recast as a transport equation in position-wavenumber phase-space. This approach is adopted in the present study.
As the basic WKB theory is linear, direct GW-GW interaction are not captured and the spectral approach here adopted does not change that point.

The derivation follows Murachko et al. [2014] and so is not reproduced here. \( \delta \) is the Dirac delta function and \( N \) denotes the phase-space wave-action density, defined by Eq. 25, using the wave-action density \( A(x, t) \). A superposition of (possible infinitely) many wave-trains is considered for the definition, each of them being defined by a finite-volume in position-wavenumber phase-space \( \mathcal{V}_\alpha(x_\alpha, k_\alpha, t) = d^3x d^3k \), centered on a position \( x_\alpha \) and a wavenumber \( k_\alpha \), and by a wave-action density \( A_\alpha(x, t) \). The sub-volume in wavenumber-space of the finite-volume \( \mathcal{V}_\alpha(x_\alpha, k_\alpha, t) \) is denoted \( \mathcal{V}_k(\alpha) \). The ensemble \( \mathbb{E} \) includes all the vector pointers \( \alpha \), each of them is meant to define a ray.

\[
A(x, t) = \sum_{\alpha \in \mathbb{E}} A_\alpha(x, t) = \sum_{\alpha \in \mathbb{E}} \int_{k \in \mathcal{V}_k(\alpha)} N(x, k, t) dk
\]  

(25)

Note that classic wave-action density is simply the integral of phase-space wave-action-density in wavenumber-space. The derivation ultimately leads to Eq. 26, using Eqs. 7, 8 and 11 in the calculation. Eq. 26 describes the transport of phase-space wave-action density \( N \) in position-wavenumber phase-space.

\[
0 = \partial_t N + \nabla_x \cdot (c_g N) + \nabla_k \cdot (d_t k N)
\]

(26)

\[
0 = \nabla_x \cdot c_g + \nabla_k \cdot d_t k
\]

(27)

By definition (\( c_g = \nabla_k \Omega, d_t k = -\nabla_x \Omega \)), the position-wavenumber phase-space group velocity is divergence free (Eq. 27) and rays so are associated with a preserved volume in position-wavenumber phase-space (Eq. 27). The position-wavenumber volume \( \mathcal{V}_\alpha(x_\alpha, k_\alpha, t) \) is conserved during the propagation, responding in shape to the local stretching and squeezing in position-wavenumber phase-space.
Because of Eqs. 26 and 27, the phase-space wave-action density $\mathcal{N}$ is conserved along characteristics in position-wavenumber phase-space (Eq. 28). Eq. 28 contrasts with the wave-action density conservation (Eq. 11), in which formalism wave-action density is not conserved along the propagation. The initial distribution of phase-space wave-action density $\mathcal{N}(x, k, t = 0)$, advected conservatively along position-wavenumber phase-space trajectories, gives the distribution at any time $t > 0$.

$$0 = \partial_t \mathcal{N} + c_g \cdot \nabla_x \mathcal{N} + d_i k \cdot \nabla_k \mathcal{N}$$  \hspace{1cm} (28)

In the numerical implementation, the phase-space wave-action density $\mathcal{N}(x, k, t)$ is assumed to be uniform within one ray volume. Eq. 25 leads then to a simple conversion process from $\mathcal{N}(x, k, t)$ to the wave-action density $A_\varsigma(x, t)$ ray-contribution, given by Eq. 29.

$$A_\varsigma(x, t) = \mathcal{N}(x, k_\varsigma, t) \times V_\varsigma^k(t)$$  \hspace{1cm} (29)

In the numerical implementation, phase-space is subdivided into finite-volumes comprising many spectral components (see table 1). These finite-volumes $\mathcal{V}_\varsigma(x_\varsigma, k_\varsigma, t)$ evolve in phase-space according to the ray equations (Eq. 9), possibly being strongly deformed. We stress that in the present implementation the saturation criterion is applied to each $A_\varsigma(x, t)$ separately. A better approach is planned for the future, where the superposition of all rays at a given spatial location is taken into account.

The initial finite-volume in position-space corresponds to the local grid-cell size in the global background pre-defined grid and is thus different from one location to another. In
the present work, the wavenumber-space finite-volume $V^{k}(t)$ equals $\Delta k \times \Delta l \times \Delta m$ and is taken to be the same (initially) for all ray volumes. Initial values of the zonal-wavenumber $\Delta k$, the meridional-wavenumber $\Delta l$ and the vertical-wavenumber $\Delta m$ correspond to typical wavenumber differences between the different GW ensemble members (Table 1). Initial values are $1/\Delta k = 1/\Delta l = 310 \text{ km}$ and $1/\Delta m = 3.1 \text{ km}$.

The initial finite-volume of each ray in location-wavenumber phase-space is a rectangular-box. For simplicity it is assumed to remain a rectangular-box along ray propagation (Fig. 3). This approximation was found to be successful by Muraschko et al. [2014]. Therefore, during the propagation, only side lengths of the rectangle have to be predicted.

Neglecting the contribution of the curvature terms (Eq. 9), the six equations governing the local position-wavenumber phase-space stretching and squeezing of the finite-volume are reduced to only three.

That simplification is due to the two-by-two volume conservation laws obtained because of the “no-curvature contribution” approximation; e.g. in the altitude-vertical wavenumber plane $\partial_{r}c_{gr} + \partial_{m}d_{t}m = 0$. The vertical-length $\Delta r(t)$ times the vertical-wavenumber dimension $\Delta m(t)$ of the finite volume is therefore a preserved quantity along the ray propagation: $\Delta r(t) \Delta m(t) = \Delta r(t = 0) \Delta m(t = 0)$. A squeezing in altitude $\Delta r(t) < \Delta r(t = 0)$ is thus associated with a stretching in vertical wavenumber $\Delta m(t) > \Delta m(t = 0)$ and vice versa. The finite-volume evolution in wavenumber-space is then given by relations such as: $\Delta m(t) = \Delta r(t = 0) \Delta m(t = 0)/\Delta r(t)$. Only aspect ratios change during the propagation. Equivalent relations also exist for the other four directions ($\lambda, \theta, k, l$).
No explicit WKB validity test is performed. Only rays which cross the extreme threshold of being squeezed or stretched by a factor 20 in one direction are removed (e.g. $\Delta r(t) > 20\Delta r(t = 0)$ or $\Delta r(t) < \Delta r(t = 0)/20$). The value of this threshold is not found to affect our results significantly (not shown).

With regard to the lower-boundary condition (source) described in subsection 4.2, it was found that similar results are obtained with a higher density of emission (for example two rays per grid-cell) but weaker associate finite-volume in position-space (not shown). We also checked that modifying the initial area $V_\zeta(t = 0)$ in wavenumber-space does not change the results (not shown).

5. The interaction between gravity waves and solar tides

As described above, we consider in this study an iterative approach of the GW-ST interaction (Fig. 1). The propagation of GWs (section 4), on a climatological mean (section 2), is modulated by diurnal tidal fields in the background flow. This leads to a diurnal component in GW momentum and entropy depositions. The STs (section 3) are forced by these depositions. The latter are communicated to the tidal model via Rayleigh-friction and Newtonian-relaxation coefficients, obtained via regression on the GW forcing from the ray-tracer model. With these the tidal model yields modified STs which are then used again in the ray-tracer model for a new simulation of the GW fluxes. This process is iterated until STs and GW fluxes converge. Two different experiments are presented in this work, namely the “full” experiment and the “single-column” approximation experiment. The converged results of our experiments are shown in subsections 5.2 and 5.3.

5.1. The “full” and the “single-column” approximation experiments
The “full” experiment refers to a simulation with no additional assumption, neither concerning the ray-tracer model nor the tidal model. The effects of horizontal GW propagation and of horizontal background gradients, both in the climate mean and in the STs, are highlighted by a comparison with a simplified “single-column” approximation experiment.

The “single-column” approximation experiment uses simplifying assumptions common in a conventional parameterization of GW. Note however, that these parameterizations are also employing, on top of a single-column approximation, a steady-state assumption, where an instantaneous equilibrium GW profile is calculated, that one would obtain with time-independent GW source in a steady background. GWs propagate in the “single-column” approximation only vertically (see Eq. 10). Horizontal background gradients are neglected and curvature terms are ignored as well (see Eq. 9). The horizontal wavenumber $k_H$ is kept constant along each ray. Frequency $\omega$ and vertical wavenumber $m$ still vary nonetheless, to compensate temporal and vertical spatial changes in the background flow.

In the “single-column” approximation experiment, the flux-convergences $f_{x,y,b}$ of the GW depositions (Eq. 18) are then also projected on tidal components and tendencies (see Eqs. 4 and 19) leading to different Rayleigh-friction and Newtonian-relaxation coefficients (altitude-seasonally dependent), used in the linear tidal model.

5.2. Gravity-wave fluxes

We first discuss the flux convergences $f_{x,y,b}$ of the GW momentum and buoyancy depositions (Eq. 18) from the two experiments (Figs. 4 to 6). Daily averaged momentum and buoyancy flux convergences $f_{x,y,b}$ could influence the climatological mean (Fig. 2). In the linear tidal model this effect is, however, not taken into account. The diurnal component
of the GW fluxes acts on the diurnal STs, and also does so in the tidal model. $\|f_x\|_{day}$ is shown in Fig. 5 and $\|f_b\|_{day}$ in Fig. 6. Diurnal STs from the two experiments are presented in subsection 5.3 (Figs. 7 to 10).

From the climatology shown above (section 2), the daily-mean GW forcing is expected to accelerate the climatological mesosphere zonal-wind in the Summer hemisphere, and decelerate it during the Winter hemisphere. As shown in Fig. 4 from the annual cycle and the seasonal altitude-latitude profiles, $f_x$ is accordingly positive in the Summer hemisphere and negative in the Winter hemisphere.

GW acceleration $f_x$ along zonal wind can be approximate by $f_x \approx -\frac{1}{\rho} \partial_r (\rho u' w')$, if one neglects the horizontal divergence of momentum fluxes. Independently, the zonal-momentum fluxes are linked to the horizontal buoyancy fluxes (Eq. 17). Therefore, the zonally averaged buoyancy-flux $f_b$ convergence is linked to the meridional gradient of the zonal-mean vertical horizontal-momentum flux $\partial_y (\rho u' w')$. The vertical gradient of the seasonally and zonally averaged zonal-momentum flux $(\rho u' w')$ agrees roughly with the GW seasonal and zonal-mean zonal acceleration $f_x$ (Fig. 4). Its meridional gradient agrees with the buoyancy flux convergence $f_b$ (Fig. 6). The diurnal amplitude of the flux convergences $\|f_x\|_{day}$ and $\|f_b\|_{day}$ (Figs. 5 and 6).

We mention that the GW meridional acceleration $f_y$ (not shown) is slightly stronger than the zonal acceleration $f_x$. The latitude-altitude distribution of the flux convergences $f_x$ and $f_y$ are similar. How far this is due to the simplified source spectrum used here will be subject of future studies. Radar wind measurements in Hawaii [Liu et al., 2013] show, however, that the diurnal amplitude of the zonal GW acceleration $\|f_y\|_{day}$ is similar, in
amplitude, to its zonal counterpart $\|f_x\|_{\text{day}}$. The order of magnitude of these measured fluxes also agrees with those in our model.

Indeed, although our gravity ensemble (subsection 4.2) is idealized, we are still able to reproduce major GW effects on the climatological circulation, for example the seasonal cycle of the daily-mean zonal-mean zonal-acceleration $f_x$ (Figs. 4 and 5).

Concerning the diurnal modulation of the GW deposition, results from the “full” and the “single-column” approximation experiments are shown together, in order to facilitate easier comparison. In agreement with the results from Senf and Achatz [2011], we note a clear rise in diurnal amplitude between the “full” experiment and the “single-column” approximation experiment.

Likewise the seasonal and zonal-mean daily-mean zonal-acceleration and buoyancy-forcing are considerably stronger in the “single-column” experiments (see Figs. 4 to 6). This has been discussed by Senf and Achatz [2011]. Meridional refraction of GWs by meridional gradients in the mean zonal wind contribute to an increase in the total GW wavenumber $\|k\|$, which would have been constant otherwise (if the effect of horizontal gradients are neglected). The increased total wavenumber $\|k\|$ lead to an increase in intrinsic frequency $\hat{\omega}$ also at higher altitudes which makes the affected GWs slightly less sensitive to wave breaking. Furthermore in the “full” experiment, redistribution of GW momentum and buoyancy induced by horizontal propagation additionally reduce the GW forcing [Senf and Achatz, 2011].

5.3. Solar tides

The diurnal STs are decomposed following Eq. 1. We restrict ourselves in showing the main components of the diurnal decomposition: the eastward propagating tide $DE_3$.
(zonal wavenumber 3); the standing oscillation $D_0$; the sun-synchronous westward propagating tide $DW_1$ (zonal wavenumber 1) and the westward propagating tide $DW_2$ (zonal wavenumber 2).

Past studies from Upper Atmosphere Research Satellite (UARS) wind observations [e.g. Forbes et al., 2003; Forbes and Wu, 2006; Zhang et al., 2006; Forbes et al., 2007] allow some comparison. No perfect agreement is to be expected, our tidal model being linear. The GW forcing is here approximated by Rayleigh-friction and Newtonian-relaxation coefficients (Eq. 4 and 19 with associate discussions). The coupling between the two kind of waves is only iterative (Fig. 1). Even at this level of simplification, however, the tidal model is able to reproduce important features observed in the seasonal cycle, and the comparison between the two experiments turns out quite instructive.

HAMMONIA tides alongside the results from the “full” experiment are shown in Figs. 7 and 8. The annual cycle of tidal amplitudes (Fig. 7) is shown at 95 km, so that a comparison with past observations work is facilitate. Altitude-latitude profiles (Figs. 8 and 9) of annual-mean amplitudes are also presented. Note that the HAMMONIA model uses a classic single-column steady-state GW parameterization. STs in that model are thus affected by the neglect of the effects of horizontal GW propagation and horizontal resolved-flow gradients on the GW fluxes. On the other hand, however, it keeps all nonlinearities of the resolved flow. Differences certainly also came from our idealized GW forcing, as disagreements with observed seasonal cycles differ between tidal components. It is thus a difficult task to associate agreements and disagreements between HAMMONIA STs and our results to specific effects. We refrain from this and show the HAMMONIA results simply for reference.
We here compare ST annual cycles obtained from our linear tidal model in the “full” experiment, as those from the HAMMONIA model (both shown in Fig. 7), with observations from Forbes et al. [2003, 2007].

- Of \( DE_3 \) tidal component, our “full” experiment is able to reproduce the two observed equatorial maxima, in November and March. If \( DE_3 \) tidal amplitude in the linear model differs from HAMMONIA model and observations, weaker differences in other tidal components’ annual cycles are shown.

- Strong similarities are shown in \( D_0 \) seasonal cycle between HAMMONIA model and our linear tidal model in the “full” experiment. Observed domination of South hemisphere is reproduced.

- Our linear tidal model reveals similar annual cycle of the diurnal migrating tide \( DW_1 \) in comparison with HAMMONIA model and observations.

- In the annual cycle of \( DW_2 \) component, observed equatorial symmetry is proved also to exist in our tidal model. Amplitude also agrees with observations, but with delayed seasonal variations (approximatively 4 months).

The altitude-latitude profiles (Figs. 8 and 9) exhibit a clear altitude dependence. Likewise some apparent disagreements between observed and modeled seasonal cycle at a given altitude might be due to the same feature occurring at slightly shifted altitudes. The dissipation processes imposed in the upper part of the domain, namely higher than 100 – 110 km of altitude, certainly explain part of those profiles differences.

Difference between the “full” and the “single-column” approximation experiments are visible by two means. First, as shown in the previous subsection, the “single-column” approximation leads the ray-tracer model to considerably larger momentum and buoyancy
depositions than in the “full” configuration. In the “single-column” approximation, the rise in amplitude of the GW deposition leads to a clear decrease in the diurnal ST amplitude. This is illustrated in Fig. 9 for two different tidal components, $D_0$ and $DW_2$. In Fig. 9, the altitude-latitude profiles of the “full” experiment are shown, alongside those same profiles but subtracted with results from the “single-column” experiment. Other tidal components also present weaker “single-column” ST amplitudes (not shown).

A change in the phase structure is induced by the imaginary parts of the Rayleigh-friction and Newtonian-relaxation coefficients, namely $\gamma^T$ in the previous sections, similar to the effect discussed by Ortland and Alexander [2006] (see also Eq. 4 and 19). GW depositions are different between the two experiments, so are thus those forcing-coefficients, and so are then the tidal phase structures. This is visible in Fig. 10 where the sine parts of the $DW_1$ and $DW_2$ tides are presented. GWs influence the diurnal migrating $DW_1$ phase structure and we note a slight increase in the vertical wavenumber of $DW_2$. The altitude-latitude profile of the sine parts of the meridional velocity of $DW_1$ and $DW_2$ tides (from the “full” experiment) is shown, alongside the difference between the results of the “full” and “single-column” experiments. The ST wavelength is thus modified by the GW impact.

6. Summary

GWs and STs contribute, to an important part, to the variability of the middle-atmosphere. They also contribute significantly to the coupling between troposphere and middle-atmosphere. Most often GW dynamics is described in global models via parameterizations. These are based on WKB theory, however, with crucial simplifications. One of these is the “single-column” approximation where horizontal GW propagation is neglected.
as well as the effect of horizontal gradients in the resolved-scale background through which
the GWs propagate. The other simplification is the steady-state assumption, where in-
stantaneous equilibrium profiles for the vertical GW distribution are determined, instead
of allowing GWs to vertically propagate at their group velocity. Studies of GW-ST in-
teractions have potentially been affected by these simplifications. Senf and Achatz [2011]
have shown that they lead to a considerable overestimation of GW amplitudes in the meso-
sphere and lower-thermosphere (MLT). The feedback of this effect on the tidal structures
is the central focus of the present study.

For this purpose we have used two coupled models. The first of these describes the
propagation and breaking of GWs on a time and spatially dependent background of a
seasonally dependent monthly mean superimposed by STs. GW momentum and entropy
fluxes diagnosed from that model are communicated to a linear tidal model. The lat-
ter determines new STs which are the used again in the GW model. This is repeated
iteratively until the tidal fields converge.

The GW model is a global three-dimensional ray-tracer model, based on the one used
by Senf and Achatz [2011]. A new phase-space wave-action density conservation scheme
[from Buhler and McIntyre, 1999b; Hertzog et al., 2002; Muraschko et al., 2014] has been
implemented into this model that helps avoiding numerical instabilities likely to occur due
to caustics in more conventional approaches [see Rieper et al., 2013]. GWs are described in
a spectral type of approach. The spectral density of wave action in phase-space is given by
a corresponding phase-space wave-action density that is conserved along trajectories given
by group velocity in physical space and WKB wavenumber tendencies in wavenumber
space. In a Lagrangian description wave particles (rays) are introduced which transport
the conserved phase-space wave-action density. These are actually representing a small phase-space volume of rays, propagating according to WKB. That volume responds in shape to the local shear of the phase-space velocity.

Along with GW propagation and GW breaking, here described using a static-instability saturation approach, goes a deposition of momentum and buoyancy. This deposition is projected onto diurnal STs fields and their tendencies. Rayleigh-friction and Newtonian-refraction coefficients are calculated from these projections, which are then to be used in the tidal model. Those evaluated coefficients impose in turn a GW forcing on diurnal ST dynamics.

The global three-dimensional dynamics of STs is described by a model obtained by the linearization of a spectral primitive-equation code about a climatological monthly-mean state also allowing for stationary planetary waves [see Achatz et al., 2008]. STs are extracted from the linear tidal model and are then used in a new computation of the GW fluxes in the ray-tracer model. This is iterated a few times to obtain a converged result on GW fluxes and on tidal fields.

Two experiments are performed: the “full” and the “single-column” approximation experiments. The “full” experiment refers to a simulation with no additional assumption, whereas the “single-column” approximation experiment refers to the above-described simplification in conventional parameterizations of GWs. An idealized GW source is assumed in both experiments. A lower-boundary is prescribed that is horizontally homogeneous but contains a small ensemble of spectral components with various amplitudes, wavelengths and propagation directions.
Notwithstanding the simplicity of the source, we are able to reproduce important GWs effects on the climatological mean circulation, for example the MLT momentum deposition, daily and zonally averaged. The diurnal components of the deposition of momentum and buoyancy are analyzed, as well as their seasonal cycles. The STs obtained from the coupled system of the ray-tracer and the tidal model compare favorably with observations.

In agreement with the results from Senf and Achatz [2011] the amplitudes of the GW momentum and buoyancy depositions are found to be overestimated in the “single-column” approximation, an effect which is due to the meridional refraction of GWs originally propagating zonally.

The comparison between the STs from the “full” experiment and the “single-column” experiment shows that the larger GW fluxes in the latter lead to weaker tidal amplitudes. Thus, a “single-column” approximation entails an underestimation of tidal amplitudes and a different tidal phase structure. An open question remains what effect the simplified description of the GW effect on STs via effective Rayleigh-friction and Newtonian-relaxation has. This is to be addressed in future work by a direct coupling of ray-tracer and tidal models.
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Figure 1. Sketch of our iterative approach in the study the interplay between GWs and diurnal STs.
Figure 2. Annual cycle (left) and June altitude-latitude profiles (right) of zonal-mean HAMMONIA data. Shown are the zonal wind (top row), the meridional wind (middle) and the temperature (bottom). Contour interval and starting values in the latitude-altitude profiles are $10\,m/s$ for the zonal wind, $2\,m/s$ for the meridional wind and $10^\circ C$ for the temperature. Positive (negative) values: black (grey) isolines.
Table 1. GW ensemble used in the ray-tracer model

<table>
<thead>
<tr>
<th>Number</th>
<th>α</th>
<th>(L_H) (km)</th>
<th>(c_H) (m/s)</th>
<th>(F_H) (kg/m/s/day)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>385</td>
<td>6.79</td>
<td>0.265</td>
</tr>
<tr>
<td>2</td>
<td>45</td>
<td>410</td>
<td>6.79</td>
<td>0.317</td>
</tr>
<tr>
<td>3</td>
<td>90</td>
<td>504</td>
<td>10.2</td>
<td>0.289</td>
</tr>
<tr>
<td>4</td>
<td>135</td>
<td>570</td>
<td>6.79</td>
<td>0.316</td>
</tr>
<tr>
<td>5</td>
<td>180</td>
<td>596</td>
<td>6.79</td>
<td>0.370</td>
</tr>
<tr>
<td>6</td>
<td>225</td>
<td>570</td>
<td>6.79</td>
<td>0.316</td>
</tr>
<tr>
<td>7</td>
<td>270</td>
<td>504</td>
<td>10.2</td>
<td>0.289</td>
</tr>
<tr>
<td>8</td>
<td>315</td>
<td>410</td>
<td>6.79</td>
<td>0.317</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>385</td>
<td>32.8</td>
<td>0.265</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>410</td>
<td>20.4</td>
<td>0.317</td>
</tr>
<tr>
<td>11</td>
<td>135</td>
<td>570</td>
<td>20.4</td>
<td>0.316</td>
</tr>
<tr>
<td>12</td>
<td>180</td>
<td>596</td>
<td>32.8</td>
<td>0.370</td>
</tr>
<tr>
<td>13</td>
<td>225</td>
<td>570</td>
<td>20.4</td>
<td>0.316</td>
</tr>
<tr>
<td>14</td>
<td>315</td>
<td>410</td>
<td>20.4</td>
<td>0.317</td>
</tr>
</tbody>
</table>

*a Abbreviations: \(\alpha\) denotes the azimuth angle of the horizontal wave-propagation direction (zero points east and \(\alpha\) increases counter-clockwise), \(L_H\) is the horizontal wavelength and \(c_H\) the horizontal absolute magnitude of the phase velocity. \(F_H\) denotes the vertical flux of horizontal momentum at the lower-boundary \(\hat{z}_B\) (see subsection 4.3).
Figure 3. Sketch demonstrating the implementation of the GW-source-altitude emission rate. A new ray is initialized in a grid box once the ray previously initialized there has propagated in the vertical by more than its initial vertical extent. Here this is the case for columns 3, 4, and 6.
Figure 4. The daily-mean of the GW zonal-acceleration $f_x$. Top: annual-cycle (three-monthly moving average), from the ray-tracer “full” experiment, vertically averaged between 80 and 90 km. Latitude-altitude profiles for northern hemisphere winter (middle row) and summer (bottom), obtained from the ray-tracer without simplification (left column) and in “single-column” approximation (right column). Positive (negative) values are indicated by black (grey) isolines at $\pm 2n m/s/day$ with $n = 1, 2, 3\ldots$
Figure 5. As Fig. 4, but now for the diurnal amplitude of the zonal acceleration.
Figure 6. Latitude-altitude profiles for the buoyancy GW forcing $f_b$ for northern hemisphere winter. The daily-mean (top) and the diurnal amplitude (bottom) are shown from the ray-tracer without simplification (left column) and in “single-column” approximation (right column). Positive (negative) values are indicated by black (grey) isolines at $\pm 2^n \times 10^{-2} m/s^2/day$ with $n = -1, 0, 1\ldots$
Figure 7. Seasonal cycle of meridional-wind tidal diurnal amplitudes at 95 km altitude, in the HAMMONIA model (left column) and the linear tidal model in the “full” experiment (right). Shown are different tidal components. Positive values are indicated by black isolines at $\sqrt{(x/2)^{2}}$ m/s with $x = 3, 4, 5\ldots$ for all components but $DW_{1}$ for which $x = 6, 7, 8\ldots$. 
Figure 8. As Fig. 7, but now showing the latitude-altitude profiles of the annual-mean tidal amplitudes.
Figure 9. Latitude-altitude profiles of the diurnal meridional-wind tidal amplitudes. Shown are the annual-mean of tidal components $D_0$ and $DW_2$ from the linear tidal model in the "full" experiment (right panel). The left panel shows the amplitude difference between the "full" and the "single-column" approximation experiments. Positive (negative) values are indicated by black (gray) isolines at $\pm \sqrt{2^{-14}, 2^{-13}, 2^{-12}}$ m/s.
Figure 10. Latitude-altitude profiles of the imaginary (sine) part of the diurnal meridional-wind tides. Shown are the annual-mean of the tidal components \( DW_1 \) and \( DW_2 \) from the linear tidal model in the “full” experiment (right panel). The left panel shows the field difference between the “full” and the “single-column” approximation experiments (left). Positive (negative) values are indicated by black (gray) isolines at \( \pm \sqrt{2^{-14}, -13, -12...} \) m/s.