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ABSTRACT

We address the question of parameterizing the subgrid scales in simulations of geophysical flows by applying stochastic mode reduction to the one-dimensional stochastically forced shallow water equations. The problem is formulated in physical space by defining resolved variables as local spatial averages over finite-volume cells and unresolved variables as corresponding residuals. Based on the assumption of a time-scale separation between the slow spatial averages and the fast residuals, the stochastic mode reduction procedure is used to obtain a low-resolution model for the spatial averages alone with local stochastic subgrid-scale parameterization coupling each resolved variable only to a few neighboring cells. The closure improves the results of the low-resolution model and outperforms two purely empirical stochastic parameterizations. It is shown that the largest benefit is in the representation of the energy spectrum. By adjusting only a single coefficient (the strength of the noise) we observe that there is a potential for improving the performance of the parameterization, if additional tuning of the coefficients is performed. In addition, the scale-awareness of the parameterizations is studied.
1. Introduction

Atmospheric processes encompass a large spectrum of spatial and temporal scales. These range from several millimeters and seconds for boundary layer turbulence up to $10^7$ meters and several weeks (and even longer) for planetary wave dynamics. Due to limited computer resources numerical atmospheric models cannot describe all these processes on all scales simultaneously. However, the different scales are interacting in a complex manner and this leads to the challenging problem of parameterizing the effect of the unresolved subgrid-scale (SGS) processes onto the resolved ones. Examples include the parameterization of synoptic and mesoscale eddies in planetary scale atmospheric models (e.g. Petoukhov et al. 2000; Weaver et al. 2001), momentum and temperature fluxes in the atmospheric boundary layer (Stull 1988) or SGS Reynolds stresses in large eddy simulations (e.g. Pope 2000).

In this context, stochastic elements have become increasingly popular. Stochastic parameterizations can reduce a systematic model error, represent uncertainty in predictions, or trigger regime transitions (e.g., Palmer 2001; Berner et al. 2017). Typically some ad-hoc SGS model is assumed and the corresponding coefficients are optimized (tuned) so as to obtain the best possible agreement, in some sense, with observations or high-resolution simulations. Examples in comprehensive climate and weather models are stochastically perturbed parameterization tendencies (Buizza et al. 1999; Palmer et al. 2009) or stochastic kinetic energy backscatter (Shutts 2005; Berner et al. 2009). Empirical Ornstein-Uhlenbeck (OU) processes have been used in some studies of low-frequency and large-scale atmospheric variability (e.g. Winkler et al. 2001; Newman et al. 2003; Pegion and Sardeshmukh 2011), which can be extended to include quadratic nonlinearities as well as a time correlated stochastic forcing (Kravtsov et al. 2005; Kondrashov et al. 2005).
With regard to SGS parameterizations in climate models issues can arise from the fact that they are typically tuned to optimally represent the statistics of the present-day climate. If climate changes due to some external forcing, it is not guaranteed that the tuned parameters are still optimal. The fluctuation-dissipation theorem might be able to provide corrections (Achatz et al. 2013; Pieroth et al. 2018) in some cases, but such an approach relies on the perturbations being sufficiently weak. Moreover, there is a need for scale-aware parameterizations in atmosphere modeling, as model resolution increases continuously and mesh refinement techniques become widely used. In addition, the consistency between particular SGS parameterizations and the numerical discretization becomes important.

These considerations motivate the development of other approaches where the SGS parameterization is derived from first principles, if possible without any empirical parameter optimization. The direct interaction approximation (DIA) introduced by Kraichnan (1959) allowed to successfully apply statistical dynamical closure theory in relevant geophysical flows (Frederiksen and Davies 1997; Frederiksen 1999; Frederiksen et al. 2003). In the presence of time scale separation, the asymptotic method of averaging has been applied (Hasselmann 1976; Imkeller and von Storch 2001; Arnold et al. 2003; Monahan and Culina 2011). This method requires an estimation of the invariant measure of the fast scales conditioned on the slow scales, which might limit its applicability when going to high-dimensional systems. Another promising approach, without any empirical component, is based on the maximum entropy principle (Verkley 2011; Verkley and Severijns 2014; Verkley et al. 2016). Recently, Wouters and Lucarini (2012, 2013) have introduced a new method originating from response theory. This method relies on a weak coupling between resolved and unresolved scales and it has been applied to simple and more complex settings (Wouters et al. 2016; Demaeyer and Vannitsem 2017; Vissio and Lucarini 2017).
The DIA parameterization has been successfully applied to barotropic (Frederiksen and Davies 1997) and primitive equations model (Frederiksen et al. 2003), it has been extended to include the effects of mean flow and topography (Frederiksen 1999). The DIA closure is derived in spectral space by considering the evolution of second-order cumulant and response function. Next, the nonlinear damping rate and nonlinear noise are introduced. This results in a globally coupled SGS model in spectral space. However, techniques have been proposed to simplify the equations and obtain locally coupled models reproducing the spectra from direct numerical simulations (Frederiksen and Davies 1997; Frederiksen et al. 2003).

Another nearly self-consistent possibility that exploits a separation of time scales between resolved and unresolved scales is the stochastic mode reduction (SMR) procedure proposed by Majda et al. (2001, 2002, 2003). The SMR is a homogenization technique for multiscale systems (Khasminsky (1966b,a); Kurtz (1973); Papanicolaou (1976) and a recent overview Pavliotis and Stuart (2008) and references therein) and it is supplemented by an empirical step, where the fast SGS self-interactions in the evolution equation for the unresolved modes are replaced by an OU process. Following this step, an analytical derivation of a stochastic parameterization for the fast modes is possible, rigorously valid in the limit of infinite time scale separation.

So far the SMR procedure has already been applied to balanced models, such as barotropic (Franzke et al. 2005) and quasi-geostrophic (Franzke and Majda 2006) dynamics. The separation between resolved and unresolved scales has been performed by using empirical orthogonal functions (EOFs). However, EOFs are sometimes not able to guarantee a sufficient separation of the underlying time scales (e.g., see Figure 3 in Franzke and Majda 2006). The SMR carried out in spectral space (Franzke et al. 2005; Franzke and Majda 2006) is quite similar to the DIA closure approach. In particular, the main goal of both techniques is to represent the subgrid pro-
cesses by a nonlinear damping and a state-dependent noise and both techniques have been utilized successfully in geophysical flows.

In applications of the SMR to spectral space the resulting reduced model is globally coupled with linear, quadratic and even cubic terms. This hampers the applicability of the technique when high-dimensional systems with large number of resolved modes are considered. However, the latter problem can be avoided by applying the SMR in physical space to a finite-volume discretization of the equations. Such discretization does not per se include global coupling as in spectral discretizations, since grid cells interact directly only with a small number of neighbors. Finite-volume schemes are traditionally applied in ocean models (e.g. Haidvogel and Beckmann 1999), regional atmospheric modeling (e.g. Skamarock and Coauthors 2008) and recently even for global atmospheric models as well (Rípodas et al. 2009; Majewski et al. 2002; Satoh et al. 2008).

In the examples above complex boundaries, such as continental boundaries in ocean modeling or non-periodic lateral boundaries in regional area atmospheric modeling, necessitate the use of discretizations and SGS parameterizations formulated in physical space. This motivated Dolaptchiev et al. (2013a,b) to consider a local approach where the resolved variables are defined by local spatial averages and the SGS flow by deviations from these averages, a configuration typically encountered in large-eddy turbulence parameterization (e.g. Pope 2000). The local definition leads to a local SGS parameterization, coupling only near neighbors, as shown for the Burgers equation (Dolaptchiev et al. 2013a,b). The efficient local stochastic SGS parameterization allows to consider large numbers of resolved scales. In addition, the clear gap of spatial scales between the resolved and unresolved variables enables a more pronounced time-scale separation.

Obviously Burgers equation represents a highly idealized prototype model for testing various statistical and closure methods and it is necessary to verify the applicability of the SMR for local spatial averages for more realistic fluid-dynamical models. One step in this direction is performed
in this work by applying the approach to a stochastically forced one-dimensional shallow water layer (1DSW). It incorporates at least two issues of relevance in the general context. First, in contrast to the Burgers equation the 1DSW allows for gravity waves. Secondly, if formulated in flux form, the shallow-water flow dynamical equations entail non-polynomial nonlinearities. This problem is of broader relevance, since such highly nonlinear terms appear in the general compressible fluid flow equations as well, in the pressure-gradient acceleration.

The work presented here can be summarized as follows. Based on a high-resolution finite-volume discretization of the shallow-water equations we use in Sec. 2 local spatial averages to define coarse and slow (resolved) variables and, via corresponding residuals, fine and fast (unresolved) variables. The assumed time-scale separation is verified numerically. The SMR theory for obtaining an SGS parameterization of the unresolved modes is then introduced and applied to the specific problem. In Sec. 3 we discuss the practical implementation, and also introduce, for comparison, two purely empirical approaches. Results from model simulations with the various SGS parameterizations are then compared in Sec. 4. Here we also investigate the scale awareness of the approaches, i.e. their ability to be applied at different resolutions without any re-tuning. Conclusions are finally drawn in Sec. 5.

2. Method

a. Shallow water model

We consider a stochastically forced one dimensional shallow water layer with periodic boundaries, using as variables the height of the fluid $h$ and the momentum $hu$, where $u$ is the velocity. The governing equations with plane topography (e.g. Vallis 2006) read in flux form
\[
\frac{\partial_t}{\partial x} \begin{pmatrix} h \\ hu \end{pmatrix} = -\partial_x \begin{pmatrix} hu - \nu \partial_x h \\ \frac{(hu)^2}{h} + \frac{g}{2} h^2 - \nu \partial_x hu \end{pmatrix} + \rho, \tag{1}
\]

with a large-scale stochastic forcing \( \rho \) (see Sec. 3) and a mass weighted diffusion with the constant parameter \( \nu \).

For a high-resolution spatial discretization the domain of length \( L \) is divided into \( N \) fine intervals \( \Delta x = L/N \), labelled by a small index \( i \in \{0, 1, ..., N-1\} \). With this the equations in (1) can be discretized by a symmetric finite-volume scheme

\[
\frac{d}{dt} \begin{pmatrix} h_i \\ hu_i \end{pmatrix} = -\frac{1}{\Delta x} \left( F_{i+\frac{1}{2}} - F_{i-\frac{1}{2}} \right) + \rho_i, \tag{2}
\]

with the discrete forcing \( \rho_i \) and the flux at the boundary given by

\[
F_{i+\frac{1}{2}} = \frac{1}{2} \left( \frac{(hu)_{i+1}^2}{h_{i+1}} + \frac{(hu)_i^2}{h_i} + \frac{g}{2} h_{i+1}^2 + \frac{g}{2} h_i^2 - 2 \nu \frac{(hu)_{i+1} - (hu)_i}{\Delta x} \right). \tag{3}
\]

The discrete flux form (2) conserves total mass \( \frac{1}{N} \sum_{k=0}^{N-1} h_k \) and total momentum \( \frac{1}{N} \sum_{k=0}^{N-1} hu_k \) in the absence of forcing. Given our choice of forcing and dissipation, the number of fine cells is chosen large enough so as to resolve all processes occurring. Hence in the following simulations using (2), with \( N \) large enough, will be called direct numerical simulation (DNS).

b. Local averages

As a representation of the typical situation of atmospheric models with insufficient resolution, we introduce a second discretization, with \( N_c = N/n \) coarse cells, each consisting of \( n \) fine cells of the initial discretization, and labelled by the capital index \( I \in \{0, 1, ..., N_c - 1\} \). Associated with
the coarse grid coarse variables $H$ and $HU$, also called resolved variables, are defined by local spatial averages inside a coarse box

\[
\begin{pmatrix}
    H_I \\
    HU_I
\end{pmatrix} = \frac{1}{n} \sum_{k=nI}^{n(I+1)-1} \begin{pmatrix}
    h_k \\
    hu_k
\end{pmatrix}.
\]  

(4)

Further, fine variables $h'$ and $hu'$, referred to as unresolved or SGS variables, are defined using the deviations of the initial variables from the corresponding coarse variables

\[
\begin{pmatrix}
    h'_i \\
    hu'_i
\end{pmatrix} = \begin{pmatrix}
    h_i \\
    hu_i
\end{pmatrix} - \begin{pmatrix}
    H_{I[i]} \\
    HU_{I[i]}
\end{pmatrix}.
\]  

(5)

$I[i]$ denotes here the index of the coarse cell with the $i$-th fine cell placed inside. The coarse and fine variables can be used to express (2) as

\[
\frac{d}{dt} \begin{pmatrix}
    H_I \\
    HU_I
\end{pmatrix} = - \frac{F_{(I+1)n-\frac{1}{2}} - F_{nI-\frac{1}{2}}}{n\Delta x} + \rho_I ,
\]

\[
\frac{d}{dt} \begin{pmatrix}
    h'_i \\
    hu'_i
\end{pmatrix} = - \frac{F_{i+\frac{1}{2}} - F_{i-\frac{1}{2}}}{\Delta x} + \frac{F_{(I[i]+1)n-\frac{1}{2}} - F_{I[i]n-\frac{1}{2}}}{n\Delta x} ,
\]

(6)

(7)

where we assume that the forcing $\rho_I$ acts only onto the coarse variables. By collecting all resolved variables $H_I, HU_I$ in one vector $x \in \mathbb{R}^{M_c}$ and all SGS variables $h'_i, hu'_i$ in another vector $z \in \mathbb{R}^{M}$ with $M_c = 2N_c$ and $M = 2N$, (6) and (7) can be rewritten as

\[
\dot{x}_i = \rho^x_i + a^x_i(x) + b^z_i(x, z) ,
\]

\[
\dot{z}_i = b^z_i(x, z) + c^z_i(z) .
\]  

(8)

(9)
Here $\rho_i^x$ results from the forcing and terms have been regrouped so as to identify the coarse variable self-interactions $a_i^x(x)$, the coupling terms $b_{ij}^{xz}(x,z)$, $b_{ij}^z(x,z)$ and the fine variable self-interactions $c_i^z(z)$. Complete neglect of the SGS variables yields the bare-truncation model

$$\dot{x}_i = \rho_i^x + a_i^x(x). \quad (10)$$

This low resolution model is defined on the coarse grid with $N_c$ grid cells and it lacks an SGS parameterization.

c. Stochastic Mode Reduction

1) QUADRATIC APPROXIMATION

A difficulty in the application of SMR is caused by the terms involving $1/h$ in the flux (3), as they represent a nonlinearity of an arbitrary order. So far SMR has only been applied to systems with quadratic nonlinearities. It can, however, handle nonlinearities of arbitrary polynomial form. Hence a solution could be expanding everywhere but in $a_i^x(x)$ terms with $1/h$ in a finite Taylor series around the mean fluid height $\mathcal{H}$. It turns out sufficient, however, to simply replace $1/h \approx 1/\mathcal{H}$ in order to reproduce the statistics of the DNS. Thus, the bare truncation part of the model is computed exactly but in all other terms involving SGS modes this approximation is used, leading to an approximation of (8) and (9), where SGS-variable nonlinearities take a quadratic form

$$\dot{x}_i = \rho_i^x + a_i^x(x) + \left( L_{ij}^{xz} z_j + B_{ijk}^{xz} x_j z_k + B_{ijk}^{zz} z_j z_k \right), \quad (11)$$

$$\dot{z}_j = \left( L_{ij}^{xz} x_j + B_{ijk}^{xz} x_j x_k + B_{ijk}^{zz} x_j z_k \right) + \left( L_{ij}^{zz} z_j + B_{ijk}^{zz} z_j z_k \right). \quad (12)$$
Here and in the following we make use of Einstein’s summation convention and the summation index is running up to either $M_c$ or $M$ depending on if $x$ or $z$ is involved. The linear and quadratic interaction coefficients $L^{xz}_{ij}, L^{zx}_{ij}, L^{zz}_{ij}, B^{xzx}_{ijk}, B^{zxz}_{ijk}, B^{zzz}_{ijk}$ are given in Appendix A.

2) **Empirical OU process**

The SGS variables $z_i$ are not independent, since the corresponding local spatial average over a coarse cell vanishes by definition. Thus, one degree of freedom for each coarse cell has to be eliminated. This is achieved by Fourier-transforming $h'$ and $hu'$ locally inside each coarse cell. The Fourier amplitude of the zero-wavenumber is equal to the vanishing local average inside the coarse cell. Hence by discarding this wavenumber component one degree of freedom can be eliminated. This defines the new independent SGS variables $\theta_i$

\[
\theta_i = \hat{T}_{ij} z_j \tag{13}
\]

\[
z_i = \hat{R}_{ij} \theta_j \tag{14}
\]

where the matrices $\hat{R} \in \mathbb{R}^{M \times M_f}$ and $\hat{T} \in \mathbb{R}^{M_f \times M}$ are constructed from the inverse and forward Fourier transformation and $M_f = M - M_c$ is the number of independent SGS variables. With this preparation one can move to the next step of SMR, i.e. replacing the SGS self-interactions $L^{zz}_{ij} z_j + B^{zzz}_{ijk} z_j z_k$ by an empirical OU process. The SGS equation (12) becomes

\[
d\theta_i = \hat{T}_{ik} \left( L^{zx}_{kj} x_j + B^{xzx}_{kjl} x_j x_l + B^{zxz}_{kjl} x_j \hat{R}_{im} \theta_m \right) dt + \Gamma_{ij} \theta_j dt + \sigma_i dW_i , \tag{15}
\]

where $\Gamma_{ij}$ denote the coefficients of the negative-definite OU drift, $\sigma_{ij} = \sigma_i \delta_{ij}$ those of a diagonal diffusion tensor, and $dW_i$ Wiener increments. Note that no sum over $i$ is taken in the Wiener term in (15). We assume that $\Gamma$ couples only SGS modes corresponding to the same coarse cell. Under
this assumption $\Gamma$ has a block-diagonal form and the resulting SGS closure is local, coupling only neighbors and next-neighbors of a coarse cell. Since SMR assumes further that the OU process is the dominant term in the SGS equation (see below), the OU drift $\Gamma$ can be estimated from the lagged covariance of $\theta$ \cite{Gardiner2009}

$$\overline{\theta(t)\theta^T(t+\tau)} = C(\tau) = C(0)e^{\Gamma T \tau}, \quad \text{(16)}$$

where $\overline{\cdot}$ denotes a time average. By integrating over time one can solve for $\Gamma$

$$(\Gamma^T)^{-1} = -C(0)^{-1}\int_0^{\infty} C(\tau)d\tau. \quad \text{(17)}$$

The computation of the time integral in (17) is performed using the numerically efficient Cooper-Haynes algorithm \cite{Lutsko2015}. Note that despite the block-diagonal form, $\Gamma$ still allows for a coupling between both SGS variables $h'_i$ and $hu'_i$ inside each coarse cell. Because of the spatial homogeneity of the considered shallow-water model the coefficients of $\Gamma$ are the same for each matrix block and can be obtained by averaging over the estimates from the different coarse cells.

Using the steady Lyapunov equation $\Gamma C(0) + C(0) \Gamma^T = -\sigma \sigma^T$, the diagonal diffusion coefficients are found from

$$\sigma_i = \sqrt{-2\Gamma_{ik}C(0)_{ki}}. \quad \text{(18)}$$

Moreover, it has turned out to be useful to observe that in typical applications $\Gamma$ is diagonalizable and has distinct eigenvalues \cite[e.g.,][]{Delsole2004}. We hence introduce new variables $y_i$

$$y_i = U_{ij}^{-1}\theta_j, \quad \text{(19)}$$
where the real invertible matrix $U$ is from the real Jordan canonical form decomposition of $\Gamma$

$$\Gamma = U \Lambda U^{-1}. \quad (20)$$

By applying the transformation matrices $R = \hat{R} U$ and $T = U^{-1} \hat{T}$, the model equations (11) and (15) can be written in terms of the new variables as

$$\dot{x}_i = \rho_i^x + a_i^x(x) + b_i^x(x, y), \quad (21)$$

$$\dot{y}_i = b_i^y(x, y) + \Lambda_{ij} y_j + \Sigma_i \dot{W}_i. \quad (22)$$

Here we use the notation

$$b_i^y(x, y) = L_{ij}^{y} R_{jk} y_k + B_{ijk}^{y} R_{kl} x_j y_l + B_{ijkl}^{y} R_{km} y_l y_m$$

$$= L_{ij}^{y} y_j + B_{ijk}^{y} x_j y_k + B_{ijk}^{y} y_j y_k, \quad (23)$$

$$b_i^y(x, y) = T_{ij} \left( L_{jk}^{x} x_k + B_{jkl}^{x} x_k x_l + B_{jklm}^{x} R_{lm} x_k y_m \right)$$

$$= L_{ij}^{y} x_j + B_{ijk}^{y} x_j x_k + B_{ijk}^{y} x_j y_k, \quad (24)$$

and we have also introduced effective drift coefficients $\Sigma_i = \sqrt{U_{ij}^{-1} U_{ij}^{-1} \sigma_j^2}$ with pairwise identical noise parameters for pairs of complex eigenvalues, see Appendix C in Dolaptchiev et al. (2013a) for the details.

3) HOMOGENIZATION

The remaining step is the derivation of an effective equation for the coarse variable $x$ alone, using the homogenization technique (Majda et al. 2001; Pavliotis and Stuart 2008), with terms taking SGS effects into account. The main assumption of the SMR is the presence of distinct
time scales in the considered variables. So far the model is spatially separated into coarse and fine variables. This does not necessarily imply a separation of the underlying time scales. However, as it will be shown later, for the considered regime the separation in space also induces a separation in time, with the resolved variable $x$ acting on a slower time scale than the SGS variable $y$. Hence a time-scale separation factor $\varepsilon \ll 1$ is introduced to characterize the different time scales associated with the different terms on the right hand side of (21) and (22). We replace $b^x \rightarrow b^x/\varepsilon$, $b^y \rightarrow b^y/\varepsilon$, and $\Lambda_{ij}y_j + \sum_i \dot{W}_i \rightarrow \Lambda_{ij}y_j/\varepsilon^2 + \sum_i \dot{W}_i/\varepsilon$, where then $b^x$, $b^y$, $\Lambda_{ij}y_j$, and $\sum_i \dot{W}_i$ are all $O(1)$, obtaining

$$\dot{x}_i = \rho_i^x(x) + \frac{1}{\varepsilon} b_i^x(x,y),$$  \hspace{1cm} (25)$$

$$\dot{y}_i = -\frac{1}{\varepsilon} b_i^y(x,y) + \frac{1}{\varepsilon^2} \Lambda_{ij}y_j + \frac{1}{\varepsilon} \sum_i \dot{W}_i.$$  \hspace{1cm} (26)$$

The above scaling implies that the bare truncation part $\rho^x + a^x(x)$ acts on the slowest, the coupling terms $b^x$ and $b^y$ on a faster and the SGS self-interactions on the fastest time scale. In the following the corresponding backward Fokker-Planck equation (FPE)

$$\partial_t p = L_3 p + \frac{1}{\varepsilon} L_2 p + \frac{1}{\varepsilon^2} L_1 p,$$  \hspace{1cm} (27)$$

for the probability density function (PDF) $p$ is considered, in the limit of an infinite time scale separation $\varepsilon \rightarrow 0$. The operators on the right hand side are defined as

$$L_3 = -(\rho_i^x + a_i^x(x)) \partial_{x_i},$$  \hspace{1cm} (28)$$

$$L_2 = -b_i^x(x,y) \partial_{x_i} - b_i^y(x,y) \partial_{y_i},$$  \hspace{1cm} (29)$$

$$L_1 = -\Lambda_{ij}y_j \partial_{y_i} - \frac{\sum_i^2}{2} \partial_{y_i}^2.$$  \hspace{1cm} (30)$$
Next, the PDF in (27) is expanded in terms of $\varepsilon$: $p = p^0 + \varepsilon p^1 + \varepsilon^2 p^2 + \ldots$, which leads to the following set of equations

$$O(\varepsilon^{-2}) : \quad 0 = L_1 p^0 , \quad (31)$$
$$O(\varepsilon^{-1}) : \quad 0 = L_2 p^0 + L_1 p^1 , \quad (32)$$
$$O(\varepsilon^0) : \quad p^0 = L_3 p^0 + L_2 p^1 + L_1 p^2 . \quad (33)$$

The leading order $O(\varepsilon^{-2})$-equation shows that $p^0$ is in the null space of $L_1$ and therefore it does not depend on the fast variables: $p^0 = p^0(x)$. The $O(\varepsilon^{-1})$-equation can be solved for $p^1$:

$$p^1 = -L_1^{-1} L_2 p^0$$

if the solvability condition

$$PL_2 p^0 = 0 \quad (34)$$

is satisfied, where the projection operator $P$, projecting onto the null space of $L_1$ is utilized. With this result the last $O(\varepsilon^0)$-equation can be written as an effective FPE for $p^0$ only

$$\partial_t p^0 = L_3 p^0 - PL_2 L_1^{-1} L_2 p^0 . \quad (35)$$

This is the backward FPE of a low-resolution model, for the coarse variables alone, which consists of the bare truncation part $L_3 p^0$ and an SGS parameterization $PL_2 L_1^{-1} L_2 p^0$. The null-space projection $P$ and inverse of the OU operator $L_1$ are detailed in Appendix B. Using these, one finds that the stochastic differential equation corresponding to the effective FPE (35) can be written as

$$dx_i = [\rho_i^x + a_i^x(x) + \beta_i(x)] \, dt + d\xi_i(x) \, . \quad (36)$$
Here $\beta_i$ represents the deterministic part and $d\xi_i$ the stochastic part of the SGS parameterization, containing both additive and multiplicative noise terms. One finds that the deterministic closure $\beta_i$ is

$$\beta_i = \int_0^\infty d\tau \left\langle b^x_j(x,y) \frac{\partial b^y_i(x,y(\tau))}{\partial x_j} \right\rangle + \langle yy^T \rangle^{-1} \int_0^\infty d\tau \left\langle y_m b^y_j(x,y)b^x_i(x,y(\tau)) \right\rangle - \int_0^\infty d\tau \left\langle \frac{\partial b^y_j(x,y)}{\partial y_j} b^x_i(x,y(\tau)) \right\rangle , \quad (37)$$

where the expectations $\langle \cdot \rangle$ are taken over the OU statistics, and $y$ represents an OU trajectory with initial condition $y = y(0)$. The stochastic closure $d\xi_i$ takes the form

$$d\xi_i = \sqrt{2B_{ij}}dW_j , \quad (38)$$

where the matrix elements $B_{ij}$ are obtained from the decomposition

$$B_{ik}B_{jk} = \int_0^\infty d\tau \left\langle b^x_i(x,y(0))b^y_j(x,y(\tau)) \right\rangle . \quad (39)$$

With these results one can also show that back-transforming $b^x/\epsilon \to b^x$, $b^y/\epsilon \to b^y$, and $\Lambda_{ij}y_j/\epsilon^2 + \Sigma_i \dot{W}_i/\epsilon \to \Lambda_{ij}y_j + \Sigma_i \dot{W}_i$ leaves $\beta$ and $d\xi$ unchanged so that (36) is the desired low-resolution model.

Finally getting back to the specific case, (21) – (24), Appendix C shows that the solvability condition (34) is satisfied. Moreover, inserting (23) and (24) for $b^x$ and $b^y$ yields
\[ \beta_t = \left( L_{mj}^{xy} + B_{ml}^{xy} x_{il} \right) B_{imk}^{xy} (C_S)_{jk} + (L_{mo}^{xy} + B_{mop}^{xy} x_{p} x_{o}) \left( L_{ik}^{xy} + B_{ij}^{xy} x_{j} \right) \langle y_j^{T} \rangle^{-1} (C_S)_{nk} + B_{ijk}^{xy} B_{mop}^{xy} \langle y_j^{T} \rangle^{-1} (C_T)_{on} x_{l}, \]  

where the tensors $C_S$ and $C_T$ are given by

\[ (C_S)_{jk} = \int_0^{\infty} d\tau \langle y_j(0)y_k(\tau) \rangle, \]  

\[ (C_T)_{on} x_{l} = \int_0^{\infty} d\tau \left( \langle y_o(0)y_j(\tau) \rangle \langle y_k(\tau)y_n(0) \rangle + \langle y_o(0)y_k(\tau) \rangle \langle y_j(\tau)y_n(0) \rangle \right) . \]  

With this the decomposition (39) becomes

\[ B_{ik} B_{jk} = B_{inm}^{xy} (C_T)_{mnk} B_{jkl}^{xy} + (L_{in}^{xy} + B_{ijk}^{xy} x_{j} ) (C_S)_{nk} \left( L_{jm}^{xy} + B_{jlm}^{xy} x_{l} \right) . \]  

The prescription would be to perform this decomposition every time step. However, this would be very expensive. Therefore we neglect cross-correlations between the $d\xi_i$ in different cells and approximate them by

\[ d\xi_i \approx \sqrt{2B_{ij} B_{ij} dW_{i}}, \]  

\[ = \sqrt{2B_{ij}^{xy} (C_T)_{jk} k B_{ijkl}^{xy} dW_{i}^1} + \sqrt{2 \left( L_{in}^{xy} + B_{ijk}^{xy} x_{j} \right) (C_S)_{nk} \left( L_{jm}^{xy} + B_{jlm}^{xy} x_{l} \right) dW_{i}^2}, \]  

which we call effective stochastic forcing. In each coarse cell the approximated stochastic term has thus the same variance as its exact counterpart. The stochastic term (44) consists of an additive part, which acts on both variables, and a multiplicative part, that acts only on $HU$. An important feature of the SGS parameterization, with deterministic part (40) and stochastic component (44),
is that it couples a volume cell only to its neighbors and next neighbors. This allows application of the approach to large systems.

3. Test case and model suite

For the validation of our approach we consider a stochastically forced periodic shallow-water layer of horizontal extent $L = 10^4$ km and mean height $\mathcal{H} = 10$ km. The diffusion constant is $\nu = 10^5$ km$^2$ day$^{-1}$. A large-scale stochastic forcing (Chekhlov and Yakhot 1995) is applied to the momentum equation

$$\rho_l = \begin{pmatrix} 0 \\ \sum_{k=1}^{3} \frac{\mu \alpha_k}{k} \cos \left( 2\pi \left( \frac{k \ln \Delta x}{L_x} + \psi_k \right) \right) \end{pmatrix}. \quad (45)$$

Normally distributed random numbers $\alpha_k$ and $\psi_k$ are used, the amplitude parameter $\mu$ is $10^5$ km$^2$/day$^3$ and the forcing acts onto the leading Fourier modes $1 \leq k \leq 3$. Various model set-ups have been chosen as follows, a summary is given in Table 2. In all cases the integrations have been done over $10^4$ days with $10^3$ outputs per day.

a. High-resolution simulations

1) DNS

Reference is provided by direct numerical simulations, integrating (2) with $N = 512$ volume cells. A 4th-order Runge-Kutta-scheme is used, with a time step $\Delta t = 10^{-4}$ days.

2) OU-DNS

In two intermediate steps in the application of the SMR, first the nonlinearities affected by SGS dynamics have been kept quadratic by replacing $1/h \to 1/\mathcal{H}$, and then the SGS nonlinear self-interactions have been replaced by an empirical OU process, leading to the system (21) and
Direct integration of these equations, henceforth termed OU-DNS, thus appears as a useful check of the validity of the SMR approach. However, directly using the OU parameters estimated from (17) and (18) turned out not to be stable enough. Therefore following Achatz and Branstator (1999) an additional scale-selective damping has been supplemented to the OU drift in each coarse cell. This has been done in the spectral representation of the latter, see (15), by replacing

\[
\Gamma \rightarrow \Gamma + \begin{pmatrix}
\gamma & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & \gamma
\end{pmatrix}, \quad \text{with } \gamma = -\alpha \begin{pmatrix}
1^2 & \ldots & 0 \\
\vdots & \ddots & \vdots \\
0 & \ldots & (n-1)^2
\end{pmatrix} \in \mathbb{R}^{(n-1) \times (n-1)}.
\]

The diagonal matrix \(\gamma\) represents damping of the Fourier modes inside each coarse cell with an amplitude proportional to the squared wave number, with here \(\alpha = 90 \text{ day}^{-1}\). As also in all other stochastic integrations outlined below, the time integration has been done by a split-step method with a 4th-order Runge-Kutta step for the deterministic part and an Euler-Mayurama step for the stochastic part. The time step is \(\Delta t = 10^{-4}\text{day}\), as in the deterministic DNS.

b. Low-resolution simulations

With the high-resolution simulations as reference we can validate the SMR approach for providing an SGS parameterization for low-resolution models that only use the coarse cells. We compare the performance of this approach also to that of more simple purely empirical parameterizations. Considered approaches are as follows where, unless otherwise stated, the number of coarse cells employed was always \(N_c = 64\) with an averaging interval of \(n = 8\).
1) LOW-RESOLUTION SIMULATIONS WITHOUT SGS PARAMETERIZATION

Two slightly different approaches have been chosen to obtain low-resolution models. The first is defined by the original discretized equations (2), but with a lower spatial resolution of \( N_c = N/n \). This is henceforth referred to as **low-resolution model (LRM)**. The second variant is the **bare-truncation model (BRT)** defined in (10), with a resolution of \( N_c \) as well. The difference between BRT and LRM is the diffusion in the models. In the BRT it is proportional to \( \nu/(n\Delta x^2) \), and in the LRM to \( \nu/(n\Delta x)^2 \), implying that the BRT has an effective diffusion by a factor \( n \) stronger, when compared to the LRM.

2) LOW-RESOLUTION SIMULATIONS WITH SGS PARAMETERIZATION

Three types of low-resolution simulations with stochastic SGS parameterization have been tested.

(i) **SMR parameterization.** The low-resolution model (36) to be validated is the BRT supplemented by the SMR SGS parameterization consisting of the deterministic and stochastic components (40) and (44), it is referred to as BRT-SMR. For stability reasons the BRT-SMR diffusivity had to be increased in corresponding simulations to \( \nu = 2 \cdot 10^5 \) km\(^2\)day\(^{-1}\). The time step employed was \( \Delta t = 2 \cdot 10^{-5} \) day.

(ii) **Empirical OU parameterizations for BRT and LRM.** As a quality measure for the SMR approach we also consider low-resolution simulations with an empirical OU SGS parameterization, denoted by BRT-OU or LRM-OU, depending on the low-resolution dynamical core used together with the empirical OU SGS parameterization. As in the SMR parameterization only coupling to neighbors and next neighbors is taken into account. The BRT-OU, for example, can be written as
\[
    dx_i = \left( \rho_i^x + \alpha_i^x(x) + \Gamma_{ij} \xi_j^l \right) dt + \sigma_i dW_i.
\] (46)

where the vector \( \xi^l \) has 10 components and encompasses the values of \( H \) and \( HU \) in the five coarse cell from \( I - 2 \) up to \( I + 2 \), where \( I \) is the cell index corresponding to the variable \( x_i \). The OU parameters \( \Gamma \) and \( \sigma \) have been estimated using a standard maximum likelihood approach (Honerkamp 1994), yielding

\[
    \Gamma_{ij} = \frac{b_i^x \xi_k}{\left( \text{\( \text{\( \xi^l \)} \) }^T \right)_k^j},
\] (47)

\[
    \sigma_i^2 = \Delta t \left[ b_i^x - \Gamma_{ij} \xi_j^l \right]^2, \quad (48)
\]

with the superscript of \( \xi^l \) suppressed in (47). For the LRM-OU the corresponding parameters have been determined in the same manner. In contrast to the estimation of the OU processes in the SMR by (17) and (18), here the integrated lagged covariance function could not be used, because the SGS effects \( b_i^x(x, y) \) as such do not satisfy a prognostic equation dominated by an OU process. Replacing (17) and (18) by maximum-likelihood estimates would have been an option as well. Corresponding tests have shown a slightly deteriorated performance, however.

4. Results

In the following we show step by step the essential results from our various simulation experiments. Autocorrelations and spectra turned out to be qualitatively similar for momentum and surface-height. We therefore focus below on the latter.
a. DNS of the shallow-water layer

Fig. 1 (left) displays the time dependence of the autocorrelation of the resolved variable $H$ and of the SGS variable $h'$ in the DNS. A slowly decaying oscillation is visible in the autocorrelation of $H$. The period of this oscillation is nearly equal to the time $\tau = L/\sqrt{g\mathcal{H}} \approx 0.37$ day, required for gravity waves to pass once through the domain. This shows that the model has some intrinsic dynamics and is not dominated by forcing and diffusion. The autocorrelation of the SGS variable $h'$ decays much faster to zero than that of $H$. The large difference in the correlation time between SGS and resolved variables indicates that the assumption of time-scale separation between $x$ and $y$ is met to a good agreement.

The spatial distribution of the variance of $h'$ is displayed in Fig. 1 (right). The variance is lowest in the middle of a coarse cell, and gradually increases towards the cell boundaries. This spatial shape is explained in Appendix E as being due to a spatially decreasing autocorrelation of $h$.

The potential-energy spectrum from the DNS is displayed in the left panel of Fig. 2. With the considered forcing and diffusion parameters one obtains an inertial range with spectral index 2 up to around wavenumber $kL/2\pi = 64$. There is a small kink in the spectrum after wavenumber 3, due to the forcing acting only onto the first three modes.

The deviations from a Gaussian in the fourth order moments of $H$ and $HU$ are less than 4% and 2%, respectively. In addition we find nearly vanishing odd moments (not shown). We conclude that the statistics of the resolved variables are close to Gaussian.

b. OU-DNS

As described above, the replacement $1/h \to 1/\mathcal{H}$ in the SGS nonlinearities leads to the system (11) and (12) with strictly quadratic nonlinearities, as required for the application of the SMR method. Simulations with this model reproduce the DNS data nearly perfectly (not shown).
Replacing the SGS self-interactions by an empirical OU process leads to the system (21) and (22). The corresponding OU-DNS reproduces the correlations of the DNS with minor differences (not shown). The energy spectrum from the OU-DNS, projected onto the coarse grid is displayed in Fig. 2 (right). It follows the DNS spectrum for the first 7 wavenumbers and then drops below it. This indicates a too strong damping at high wavenumbers, which seems to be due to the introduction of the deterministic part in the OU-process. The spatial variance of $h'$ from the OU-DNS model is presented in Fig. 1 (right). It follows with small deviations the structure from the DNS model.

c. Low-resolution simulations without SGS parameterization

Before considering results from low-resolution simulations with the various SGS parameterizations, we first address low-resolution simulations without any parameterizations, to provide a useful reference. The time dependence of the autocorrelation function of $H$ from these simulations is shown in Fig. 1 (left). The amplitude of the oscillation of the auto-correlation from the LRM simulations is significantly weaker than from the DNS and has a relative error of 6.3%, computed for time lags between 0 and 1 day. The corresponding oscillation from the BRT simulation is slightly stronger correlated with that from the DNS, with a relative error of 2.3%. The corresponding period matches that from the DNS whereas that from the LRM simulation is shorter. Comparing the corresponding energy spectra in Fig. 2 (right) one can see that the energy from the BRT simulation is overall less than from the DNS, and that the spectrum is steeper. In contrast to this, LRM simulations yield too much energy between wavenumbers 4 and 15, and too little at smaller scales. At all scales LRM simulations yield more energy than the BRT simulations.
The relative errors in Table 1 show that the LRM simulation significantly overestimates the all statistical moments, the fourth moment in $HU$ even by 111.9%. The BRT simulation yields moments that are too small, in the case of the fourth moment by 29%.

We also verified numerically that in order to reproduce the spectra of the first 32 wavenumbers in the DNS with $N = 512$ grid points, it is possible to perform low-resolution DNS with at least 256 spatial points. However, further reducing the number of points in the low-resolution DNS significantly corrupts the spectra of the first 32 wavenumbers. Thus, this demonstrates the need for SGS parameterizations if one wants to reduce the spatial resolution beyond $N = 256$.

d. Low-resolution simulations with SGS parameterization

Energy spectrum. The potential-energy spectra obtained from low-resolution simulations with the different parameterizations are shown in Fig. 3 (right). The overall qualitative behavior of the shallow-water layer can be reproduced with the SMR parameterization but there is too much energy in scales up to around wavenumber 12 and too little energy in higher wavenumbers. On the other hand, the bare truncation model with empirical stochastic corrections (BRT-OU) and the low-resolution model (LRM-OU) do not reproduce all the details of the spectra sufficiently accurately. In particular, the LRM-OU spectrum contains significantly too little energy in all wave numbers. The BRT-OU simulation can reproduce the true spectrum well in the first 15 wavenumbers but fails completely at higher wavenumbers.

Moments. The statistical moments from the various simulations are summarized in Table 1. In general all closures show high relative errors, the empirical OU parameterizations underestimate and the SMR parameterization overestimates the moments. Errors in the $HU$-moments are smallest for the low-resolution simulation using the SMR parameterization. In the $H$-moments BRT-SMR has lower errors than LRM-OU but larger than BRT-OU. The BRT-SMR model over-
estimates the fluctuations in the coarse $H$-variable, which is consistent with the result for potential energy spectra discussed above. This implies that the SGS stochastic forcing representing the energy backscatter is too strong.

**Improvement of Energy Balance.** To further improve the performance of our SGS parametrization using the stochastic mode reduction, we consider BRT-SMR model with reduced SGS stochastic forcing. This is motivated by the fact that there are several assumptions in the SMR approach (e.g. time-scale separation, representing the fast variables to the leading order by the OU process, polynomial form approximation of the interaction terms in the equation for momentum). Thus, we consider BRT-SMR models where the stochastic part in the SMR parameterization is reduced by 40% or completely neglected. Stochastic terms in the SMR parametrization represent the energy backscatter of small scales onto resolved large scales. It has been recognized that proper modeling of this phenomena is particularly important in the context of geophysical turbulence (see e.g. Palmer (2001); Palmer et al. (2009); Berner et al. (2009)). Therefore, we study how well the SMR parametrization reproduces this process and whether various approximations introduced in the context of applying the SMR to the shallow water equation impose additional sensitivity of the BRT-SMR model to the stochasticity of the closure.

The reduction of the stochastic part by 40% (defining BRT-SMR-0.6) significantly reduces the error in the variance of $H$ to 2.9% and of $HU$ to $-5.2\%$, see Table 1. To avoid extensive tuning of the BRT-SMR model, we consider the uniform SGS noise reduction of both variables. Alternatively, SGS noises on $H$ and $HU$ can be reduced by a different percentage, thus further optimizing the performance of the BRT-SMR model. With the choice of the 40% reduction of SGS noise, the performance in the energy spectrum can be improved for the first 8 wave numbers, but for higher wave numbers the energy content drops, see Fig. 4. However, we would like to emphasize that the first 8 wavenumbers contain approximately 97% of the potential energy. From Fig. 4 it is also
visible that already the deterministic part of the closure can significantly improve the spectrum as compared to BRT.

**Correlation.** The time autocorrelations from low-resolution simulations (BRT or LRM) with either the empirical OU or the SMR parameterization are depicted in Fig. 3 (left). One can see that application of the SMR parameterizations leads reproducing the autocorrelation from the DNS with small differences in amplitude. The relative error of the correlation is 3.4%. Application of the OU parameterization in the LRM leads to simulations with an oscillation in the autocorrelation that is too weak in amplitude and exhibits a small phase shift, whereas use of the OU approach in the BRT leads to simulations with an autocorrelation similar to that obtained with the SMR parameterization. The relative error of the correlation is 10.5% for the LRM-OU simulation and 6.6% for the BRT-OU simulation. The SGS noise reduction in the BRT-SMR-0.6 model does not significantly affect the correlation function (not depicted for this model). The correlation function for the BRT-SMR-0.6 overlaps with the correlation function computed using the BRT-SMR. This can be intuitively understood since the correlation function in many stochastic models is determined primarily by the strength of the deterministic terms.

e. **Scale adaptivity**

The advantage of the SMR parameterization is that it can be adapted easily to changes in the model setup, and in many situations it does not have to be recalculated. This has been investigated by considering larger averaging intervals of $n = 16, 32$, resulting in different spatial resolutions $N_c = N/n = 16, 32$. To adjust the SMR closure to the changed resolution, we use (D2) and (D4) from the Appendix D. Note that no re-determination of the model is necessary. In contrast to this, no modification rule exists for the empirical closures in the BRT-OU and the LRM-OU model. We
keep those parameterizations unchanged for the considered cases. Whereas the LRM-OU remains stable, the BRT-OU is unstable in both cases.

The potential energy spectra from integrations of the resulting stable models are displayed in Fig. 5. For comparison the corresponding DNS projection is shown as well. In both cases integration of the low-resolution models with SGS parameterization yield less energy in the resolved flow than the DNS. However, application of the SMR SGS parameterization leads to better agreement with the DNS, especially for \( n = 16 \). Both low-resolution simulations can capture the time correlation well (not shown).

5. Conclusion

The applicability of subgrid-scale (SGS) parameterizations to a wide range of parameters of a dynamical system such as the atmosphere, and their ability to be easily used at different model configurations, requires that they are based on first principles as much as possible. Stochastic mode reduction (SMR) as suggested by Majda et al. (2001, 2002, 2003), i.e. homogenization applied to a system with its nonlinear fast-variable self-interactions replaced by an empirical Ornstein-Uhlenbeck (OU) process, is a promising option in this direction. Geophysical applications of the SMR so far were performed always in spectral space (Franzke et al. 2005; Franzke and Majda 2006). However, in many applications, such as ocean modeling or regional climate modeling, SGS parameterizations in physical space are required. In order to construct such parameterization we use the local approach suggested by Dolaptchiev et al. (2013a,b), and tested within the framework of the Burgers equation. A central aspect of this approach is the discrimination, within a finite-volume formulation of the high-resolution dynamics, between slowly varying spatial averages, that are resolved explicitly, and more rapidly varying deviations from those, that are to be parameterized.
As a next step towards the application of this technique to real atmospheric flows, our work validates the applicability of the SMR in the context of one-dimensional shallow-water (1DSW) flow. This introduces two general features. (1) Gravity waves are included as well as (2) high-order non-polynomial nonlinearities that generally affect compressible flows. After the validation of the required time-scale separation between local averages and small-scale flow, the latter issue has been handled by replacing, in all dynamical terms affecting or affected by the fast small-scale flow, the inverse of the water-column height by the inverse of its global equilibrium value. This limits the corresponding nonlinearities to quadratic. Further replacing all small-scale self-interactions by an empirical OU process yields a representation of the dynamics that allows model simulations in rather good agreement with simulations of the unmodified 1DSW equations. We could hence proceed and apply the homogenization technique to obtain an explicit low-resolution model for the local averages, with an SMR SGS parameterization of the small-scale flow coupling only a small number of neighboring cells.

This model has been validated against data from high-resolution simulations of 1DSW flow. It is shown that the SMR SGS parameterization improves the energy spectrum at the smaller resolved scales in comparison with both simulations without SGS parameterizations and simulations using an empirical OU SGS parameterization. In the error of some statistical moments no clear benefit of the SMR SGS parameterization is present. However, we demonstrated that the error can be considerably lowered by diminishing the stochasticity in the SMR closure. In particular, the variance error of the SMR SGS model can be reduced to 2.9% in $H$. We also found that this comes along with less energy at high wavenumbers. We conjecture that the performance of the BRT-SMR model can be improved further by empirically adjusting the coefficients of the SMR SGS parametrization. Finally, we also show that the closure can easily be adapted to changes in the model parameters. This enables a scale awareness, which allows to utilize the SMR SGS pa-
rameterization for different spatial resolutions and leads to improvements compared to empirical SGS schemes.

In a related study within the framework of the Lorenz 96 model, Vissio and Lucarini (2017) have recently demonstrated parameter-awareness of a parameterization derived using response theory (Wouters and Lucarini 2012) by changing the time-scale separation between resolved and unresolved scales. How far this extends to our setting, where scale-adaptivity is considered with regard to the number of resolved modes, remains to be investigated. Moreover, as shown by Wouters et al. (2016) for comparatively simple models, the SGS scheme of (Wouters and Lucarini 2012) does outperform the SMR parameterization at smaller time lags, but on longer time scales it converges to the SMR result in the limit of infinite time scale separation. Still, it would be interesting to extend the work of Demaeyer and Vannitsem (2018) by comparing both approaches in more complex applications.

Motivated by the DIA closure of Frederiksen and Davies (1997), Frederiksen and Kepert (2006) applied a stochastic modeling approach accounting for memory effects of the turbulent eddies and constructed SGS parameterization from a high-resolution simulation. The resulting SGS model is local in spectral space and includes linear eddy drain viscosity and stochastic backscatter viscosity. The same approach was successfully used by Kitsios et al. (2012, 2013) to construct scale-aware SGS parameterizations, which reproduce the spectra exactly. Interestingly, the SMR provides additional nonlinear deterministic correction terms and multiplicative noise terms. Such terms might become important in situations where effects due to topography, intermittency or large-scale flow are relevant. In addition, the scaling laws found by Kitsios et al. (2012, 2013) for the eddy viscosities suggest that similar scaling laws might be valid for the parameters of the OU process in Fourier space, used in the SMR approach. This might improve further the results on scale-adaptivity presented here.
Potentially an issue is that we had to increase diffusivity in order to stabilize the low-resolution model with SMR SGS parameterization. This is a well known issue with purely empirical SGS parameterizations (e.g. Achatz and Schmitz 1997). In the present semi-analytical approach it might be overcome by using the energy conserving discretization of Fjordholm et al. (2011). As pointed out by Majda et al. (2009) there is a connection between energy conservation by the discretized nonlinearities and the cubic damping term in the SMR SGS parameterization. Indeed, in the studies of Franzke et al. (2005); Franzke and Majda (2006); Dolaptchiev et al. (2013a) the discrete treatment of the nonlinear terms conserves energy and the resulting SMR SGS schemes are stable.

Even from the present results, however, we conclude that it appears worthwhile further moving towards the application of the SMR SGS parameterizations to low-resolution simulations in general compressible flows. Next step would be to increase the complexity by considering two-dimensional shallow-water flow and by including rotational effects. Such system contains dispersive inertial gravity waves as well as geostrophic balanced flow. One interesting question in this regard is if the effect of high-frequency, small-scale gravity waves on the large-scale gravity waves and geostrophic flow can be parameterized using the present local SMR approach.
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APPENDIX A

Interaction coefficients
To define the interaction coefficients in (11), (12), the following notation is used

\[
(L_{lm}^{zz} m, B_{lm}^{xx} m n, B_{lm}^{zz} m n) = \begin{cases}
(L^{Hz}, B^{Hz}, B^{Hzz}) & \text{if } x_l \text{ denotes } H_l \\
(L^{HUz}, B^{HUxz}, B^{HUzz}) & \text{if } x_l \text{ denotes } H_U l
\end{cases}, \quad (A1)
\]

\[
(L_{lm}^{xx} m, L_{lm}^{xz} x m) = \begin{cases}
(L^{h'z}, L^{h'x}) & \text{if } z_l \text{ denotes } h'_l \\
(L^{hu'z}, L^{hu'x}) & \text{if } z_l \text{ denotes } h'u'_l
\end{cases}, \quad (A2)
\]

\[
(B_{lm}^{xx} m n, B_{lm}^{xz} m n, B_{lm}^{zz} m n) = \begin{cases}
(B^{h'xx}, B^{h'xz}, B^{h'zz}) & \text{if } z_l \text{ denotes } h'_l \\
(B^{hu'xx}, B^{hu'xz}, B^{hu'zz}) & \text{if } z_l \text{ denotes } h'u'_l
\end{cases}, \quad (A3)
\]

with \( I \in \{0, 1, \ldots, N_c - 1\} \) and \( i \in \{0, 1, \ldots, N - 1\} \). The linear interaction coefficients read

\[
L^{Hz} = -\frac{1}{2n\Delta x} \left( hu'_n(I+1) + hu'_n(I+1) - hu'_{nI} - hu'_{nI-1} \right) + \frac{v}{n\Delta x^2} \left( h'_n(I+1) - h'_n(I+1) - h'_I + h'_I \right) \quad (A4)
\]

\[
L^{HUz} = \frac{v}{n\Delta x^2} \left( hu'_n(I+1) - hu'_{n(I+1)} - hu'_{nI} - hu'_{nI-1} \right) \quad (A5)
\]

\[
L^{h'x} = -\frac{1}{2\Delta x} \left( HU_{I[i+1]} - HU_{I[i-1]} \right) + \frac{v}{\Delta x^2} \left( H_{I[i-1]} - 2H_{I[i]} + H_{I[i+1]} \right) \quad (A6)
\]

\[
+ \frac{1}{2n\Delta x} \left( HU_{I[i+1]} - HU_{I[i-1]} - \frac{v}{n\Delta x^2} \left( H_{I[i+1]} - 2H_{I[i]} + H_{I[i-1]} \right) \quad (A7)
\]

\[
L^{hu'x} = \frac{v}{\Delta x^2} \left( HU_{I[i-1]} - 2HU_{I[i]} + HU_{I[i+1]} \right) - \frac{v}{n\Delta x^2} \left( HU_{I[i+1]} - 2HU_{I[i]} + HU_{I[i-1]} \right) \quad (A8)
\]

\[
L^{h'z} = -\frac{1}{2\Delta x} \left( hu'_I - hu'_{I-1} \right) + \frac{v}{\Delta x^2} \left( h'_I - 2h'_I + h'_{I+1} \right) - L^{Hz} \quad (A9)
\]

\[
L^{hu'z} = \frac{v}{\Delta x^2} \left( hu'_{I-1} - 2hu'_{I} + hu'_{I+1} \right) - L^{HUz} \quad (A10)
\]

where in (A10), (A11) the terms \( L^{Hz} \) and \( L^{HUz} \) are given in (A4), (A5), but with the index \( I \) replaced by \( I[i] \). The nonlinear interaction coefficients read
\[ B^{Hz} = B^{Hx} = B^{Hx} = B^{Hz} = 0 \quad \text{(A12)} \]

\[ B^{Hxz} = -\frac{1}{n\Delta x} \left[ \frac{1}{\mathcal{H}} \left( HU_{I+1}^2 hu_n'(t+1) + HU_{I}hu_n'(t+1) - HU_{I}hu_n'(t+1) - HU_{I-1}hu_n'(t+1) \right) \right] \]

\[ B^{Hz} = -\frac{1}{2n\Delta x} \left[ \frac{1}{\mathcal{H}} \left( (hu_n'(t+1))^2 + (hu_n'(t+1))^2 - (hu_n')(t)^2 - (hu_n')(t+1)^2 \right) \right] \quad \text{(A14)} \]

\[ B^{Hu xx} = -\frac{1}{\Delta x} \left[ \frac{1}{\mathcal{H}} \left( HU_{I+1}^2 hu_i'(t+1) - HU_{I}hu_i'(t+1) + HU_{I+1}^2 hu_i'(t+1) - HU_{I+1}^2 hu_i'(t+1) \right) \right] \quad \text{(A15)} \]

\[ B^{Hu xz} = -\frac{1}{\Delta x} \left[ \frac{1}{\mathcal{H}} \left( HU_{I+1}^2 hu_i'(t+1) - HU_{I-1}hu_i'(t+1) + HU_{I+1}^2 hu_i'(t+1) - HU_{I+1}^2 hu_i'(t+1) \right) \right] \quad \text{(A16)} \]

\[ B^{Hu zz} = -\frac{1}{\Delta x} \left[ \frac{1}{\mathcal{H}} \left( (hu_i'(t+1))^2 - (hu_i'(t+1))^2 + \frac{g}{2} \left( (h_i'(t+1))^2 - (h_i'(t+1))^2 \right) \right) \right] - B^{Hz zz} \quad \text{(A18)} \]

where in (A17), (A18) the terms \( B^{Hxz} \) and \( B^{Hz} \) are given in (A13), (A14), but with the index \( I \) replaced by \( I_i \).

\textbf{APPENDIX B}

Null-space projection and inverse of the OU backward Fokker-Planck operator

To determine the projection operator \( P \) and the inverse operator \( L^{-1}_1 \) one can consider an auxiliary process described by the backward FPE \( \partial_t \chi = L_1 \chi \) with the conditional PDF \( \chi(y, 0 \mid y, \tau) \). The invariant measure of this process \( p_s(y) = \lim_{\tau \to -\infty} \chi(y, 0 \mid y, \tau) \) defines the projection operator
\[
(Pg)(x) = \int dy \, g(x, y)p_s(y) = \langle g(x, y) \rangle, \tag{B1}
\]

with the expectation \(\langle \cdot \rangle\) of \(g(x, y)\) with respect to the invariant measure \(p_s\). The inverse operator \(L_1^{-1}\) applied onto a function \(f(x, y)\) is found to be given by

\[
(L_1^{-1} f)(x, y) = \int_0^\infty d\tau \int dy \, f(x, \tilde{y}) \chi(\tilde{y}, \tau | y, 0). \tag{B2}
\]

Both operators applied consecutively yield

\[
(PgL_1^{-1} f)(x) = \int dy \, g(x, y)p_s(y) \int_0^\infty d\tau \int d\tilde{y} \, f(x, \tilde{y}) \chi(\tilde{y}, \tau | y, 0)
= \int_0^\infty d\tau \int dy \, g(x, y)p_s(y) \int d\tilde{y} \, f(x, \tilde{y}) \chi(\tilde{y}, \tau | y, 0)
= \int_0^\infty d\tau \, \langle g(x, y)f(x, \tilde{y}(\tau)) \rangle, \tag{B3}
\]

where in the lagged covariance in the last line \(\tilde{y}(\tau)\) is understood to be an OU trajectory with initial condition \(\tilde{y}(0) = y\).

**APPENDIX C**

**Solvability condition**

The solvability condition (34) can be rewritten to \(Pb^\xi_i \partial_{x_i} p^0 = 0\) since \(p^0 = p^0(x)\). It is fulfilled if the even stronger condition \(Pb^\xi_i = 0\) holds. This is the case here. Using (23), defining

\[
\kappa_{jk} = R_{jl} R_{km} \langle y_l y_m \rangle \tag{C1}
\]

and inserting the transformation \(z = Ry\), one obtains with \(\langle y_i \rangle = 0\)

\[
Pb^\xi_i = B_{ijk}^{yz} \langle y_j y_k \rangle = B_{ijk}^{zz} \kappa_{jk} = B_{ijj}^{zz} \kappa_{jj}. \tag{C2}
\]
We have used in the last step that $B_{ijk} = B_{ijk} \delta_{jk}$, as can be seen from Appendix A. Since $B_{ijk} \kappa_{jj}$ is a difference between fluxes at the right and at the left of a cell, the total sum over $i$ vanishes

$$\sum_i B_{ijj} \kappa_{jj} = 0.$$  \hfill (C3)

The homogeneity of $\langle y_i y_m \rangle$ implies that each element in the sum is identical and thus must vanish. This proofs the solvability condition.

APPENDIX D

The SMR SGS parameterization for changed resolution

The SMR SGS parameterization can be adapted to different coarse grid resolutions without any recalculation. This can be achieved by collecting interaction coefficients proportional to different powers of $n$. For example the linear coefficients $L_{x}^{y}$ can be written as $L_{x}^{y} = \hat{L}_{x}^{y} + \frac{1}{n} \tilde{L}_{x}^{y}$, where $\hat{L}_{x}^{y}$ results from all terms in $L_{x}^{y}$ multiplied by $\frac{1}{n}$ and $\tilde{L}_{x}^{y}$ from terms independent of $n$. Similarly all other coefficients can be split in this way, in particular we have $L_{x}^{y} = \frac{1}{n} \hat{L}_{x}^{y}$, $B_{x}^{y} = \frac{1}{n} \hat{B}_{x}^{y}$, etc..

This separation leads to the deterministic closure

$$\beta_i = \left( \frac{1}{n} \hat{L}_{m}^{y} + \frac{1}{n} \tilde{B}_{m}^{y} \right) x_o + \left( \frac{1}{n} \hat{B}_{m}^{y} + \frac{1}{n} \tilde{B}_{m}^{y} \right) x_o x_p \left( \frac{1}{n} \hat{L}_{i}^{y} + \tilde{B}_{ijk} x_j \right) \langle y y \rangle_{mn}^{T} \frac{1}{mn} (C_S)_{nk}$$

$$+ \frac{1}{n} \hat{B}_{i}^{y} \left( \frac{1}{n} \hat{B}_{mp}^{y} + \frac{1}{n} \tilde{B}_{mp}^{y} \right) x_p \langle y y \rangle_{mn}^{T} \frac{1}{mn} (C_T)_{onjk} \right)$$

$$= \frac{1}{n} \hat{\beta}_i + \frac{1}{n^2} \beta_i$$  \hfill (D1)

$$= \frac{1}{n} \hat{\beta}_i$$  \hfill (D2)
where in the last steps the results are summarized with respect to the power of $n$. The effective stochastic closure analogously yields

$$d\xi_i \approx \frac{1}{n} \sqrt{2B_{ijn}^{xy}(C_T)_{jnk}B_{ikl}^{xy}dW_i^1} + \frac{1}{n} \sqrt{2\left(\hat{L}_{in}^{xy} + \hat{B}_{ijn}^{xy}x_j\right)\left(C_S\right)_{nk}\left(L_{ik}^{xy} + \hat{B}_{ilk}^{xy}x_l\right)dW_i^2} \quad \text{(D3)}$$

$$= \frac{1}{n} d\hat{\xi}_i. \quad \text{(D4)}$$

**APPENDIX E**

**Spatial shape of the SGS variance**

In continuous space the surface-height mean in the first coarse cell, with length $L_c$, and the corresponding SGS deviations can be written as

$$H = \frac{1}{L_c} \int_0^{L_c} h(x) \, dx, \quad h'(x) = h(x) - H. \quad \text{(E1)}$$

This leads to spatial dependence in the variance of $h'$

$$\overline{h'(x)^2} - \overline{h'^2} = \overline{h(x)^2} - 2\overline{h(x)H} + H^2 - \overline{h'^2}, \quad \text{(E2)}$$

Due to spatial homogeneity of $h(x)$ and $\overline{h} = 0$, only the second term can be assumed to be spatially dependent. Now by assuming an exponentially decaying spatial correlation $\overline{h(x)h(x')} \sim \exp(-\alpha |x - x'|)$, with a decay rate $\alpha > 0$, the middle term becomes
\[
\overline{h(x)H} = \frac{1}{L_c} \int_0^{L_c} h(x)h(x') \, dx'
\]
\[
\sim \frac{1}{L_c} \left\{ \int_0^x \exp[\alpha(x'-x)] \, dx' + \int_x^{L_c} \exp[\alpha(x-x')] \, dx' \right\}
\]
\[
= \frac{1}{\alpha L_c} \left\{ 2 - e^{-\alpha x} - e^{\alpha(x-L_c)} \right\}
\]
\[
= \frac{2}{\alpha L_c} \left\{ 1 - e^{\frac{\alpha L_c}{2}} \cosh \left[ \alpha \left( x - \frac{L_c}{2} \right) \right] \right\},
\]
(E3)

The characteristic U-shape of the fine variable variance in the first coarse cell \( x \in [0, L_c] \). The same considerations hold for all other coarse cells.
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TABLE 1. First column in both tables shows the spatially averaged second ($k = 2$) and fourth ($k = 4$) order centered statistical moments values of DNS. The other columns contain the relative errors of different low-resolution simulations. Upper table for $H$ and lower table for $HU$.

<table>
<thead>
<tr>
<th></th>
<th>DNS</th>
<th>LRM</th>
<th>BRT</th>
<th>LRM-OU</th>
<th>BRT-OU</th>
<th>BRT-SMR</th>
<th>BRT-SMR-0.6</th>
<th>BRT-SMR-0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.846 (km)$^2$</td>
<td>0.138</td>
<td>-0.167</td>
<td>-0.589</td>
<td>-0.125</td>
<td>0.195</td>
<td>0.029</td>
<td>-0.049</td>
</tr>
<tr>
<td>$k = 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>23.56 (km)$^4$</td>
<td>0.542</td>
<td>-0.290</td>
<td>-0.821</td>
<td>-0.207</td>
<td>0.455</td>
<td>0.080</td>
<td>-0.079</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>DNS</th>
<th>LRM</th>
<th>BRT</th>
<th>LRM-OU</th>
<th>BRT-OU</th>
<th>BRT-SMR</th>
<th>BRT-SMR-0.6</th>
<th>BRT-SMR-0.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k = 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$HU$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2082 (10$^3$(km)$^2$/d)$^2$</td>
<td>0.255</td>
<td>-0.159</td>
<td>-0.597</td>
<td>-0.141</td>
<td>0.099</td>
<td>-0.052</td>
<td>-0.124</td>
</tr>
<tr>
<td>$k = 4$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$HU$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1.277E+07 (10$^3$(km)$^2$/d)$^4$</td>
<td>1.119</td>
<td>-0.274</td>
<td>-0.834</td>
<td>-0.251</td>
<td>0.185</td>
<td>-0.119</td>
<td>-0.247</td>
</tr>
</tbody>
</table>
**Table 2. Summary of the different models used**

<table>
<thead>
<tr>
<th>Model</th>
<th>Description</th>
<th>Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNS</td>
<td>Direct Numerical Simulation with spatial resolution of $N$ cells</td>
<td>$\dot{x}_i = \rho_i + a_i(x) + b_i(x, z)$; $\dot{z}_i = b'_i(x, z) + c'_i(z)$</td>
</tr>
<tr>
<td>BRT</td>
<td>Bare-Truncation Model with spatial resolution of $N_c = N/n$</td>
<td>$\dot{x}_i = \rho_i + a_i(x)$</td>
</tr>
<tr>
<td>LRM</td>
<td>Low-Resolution Model</td>
<td>DNS with spatial resolution of $N_c = N/n$.</td>
</tr>
<tr>
<td>OU-DNS</td>
<td>DNS with $\frac{1}{k}$-approximation and SGS self-interactions replaced by an OU process</td>
<td>$\dot{x}_i = \rho_i + a_i(x) + b'_i(x, y)$; $\dot{y}_i = b'<em>i(x, y) + \Lambda</em>{ij}y_j + \Sigma W_i$.</td>
</tr>
<tr>
<td>BRT-OU</td>
<td>BRT with empirical Ornstein-Uhlenbeck parameterization</td>
<td>$dx_i = \left( \rho_i + a_i(x) + \beta_i(x) \right) dt + d\xi_i(x)$.</td>
</tr>
<tr>
<td>LRM-OU</td>
<td>LRM with empirical Ornstein-Uhlenbeck parameterization</td>
<td></td>
</tr>
<tr>
<td>BRT-SMR</td>
<td>BRT with Stochastic Mode Reduction parameterization</td>
<td>$dx_i = \left[ \rho_i + a_i(x) + \bar{\beta}_i(x) \right] dt + d\xi_i(x)$.</td>
</tr>
<tr>
<td>BRT-SMR-0.6</td>
<td>BRT-SMR with stochastic forcing reduced to 60%</td>
<td>$dx_i = \left[ \rho_i + a_i(x) + \bar{\beta}_i(x) \right] dt + 0.6d\xi_i(x)$.</td>
</tr>
<tr>
<td>BRT-SMR-0.5</td>
<td>BRT-SMR without stochastic forcing</td>
<td>$dx_i = \left[ \rho_i + a_i(x) + \bar{\beta}_i(x) \right] dt$</td>
</tr>
</tbody>
</table>
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Fig. 1. Left: spatially averaged time autocorrelation of the resolved variable $H$ and SGS variable $h'$. Results from the DNS and two low-resolution simulations without SGS parameterizations (LRM and BRT). On the time axis the characteristic gravity wave time $\tau$ is marked, see Sec. 4 a. In the upper right corner a shorter time interval is presented, which resolves the decay of $h'$. Right: the variance of the SGS variable $h'$ for 32 fine grid points and an averaging interval $n = 8$. Results from the DNS and OU-DNS.

Fig. 2. Left: the potential energy spectrum computed from $h$ in the DNS. Right: the potential energy spectrum computed from $H$ in the DNS, OU-DNS and two low-resolution simulations without SGS parameterizations (LRM and BRT).

Fig. 3. The spatially averaged time autocorrelation (left) and the potential energy spectrum (right) from DNS and three low-resolution simulations with SGS parameterizations (LRM-OU, BRT-OU, BRT-SMR).

Fig. 4. The potential energy spectrum in DNS, BRT, BRT-SMR, BRT-SMR with a damped stochastic forcing $d\xi \to 0.6d\xi$ (BRT-SMR-0.6) and BRT-SMR with neglected stochastic forcing $d\xi \to 0$ (BRT-SMR-0.0).

Fig. 5. The Spectrum for an averaging interval of $n = 16$ (left) and $n = 32$ (right) in DNS, LRM-OU and BRT-SMR. The simulations with LRM-OU and BRT-SMR have a resolution of $N_c = 32$ (left) and $N_c = 16$ (right).
FIG. 1. Left: spatially averaged time autocorrelation of the resolved variable \( H \) and SGS variable \( h' \). Results from the DNS and two low-resolution simulations without SGS parameterizations (LRM and BRT). On the time axis the characteristic gravity wave time \( \tau \) is marked, see Sec. 4 a. In the upper right corner a shorter time interval is presented, which resolves the decay of \( h' \). Right: the variance of the SGS variable \( h' \) for 32 fine grid points and an averaging interval \( n = 8 \). Results from the DNS and OU-DNS.
Fig. 2. Left: the potential energy spectrum computed from $h$ in the DNS. Right: the potential energy spectrum computed from $H$ in the DNS, OU-DNS and two low-resolution simulations without SGS parameterizations (LRM and BRT).
Fig. 3. The spatially averaged time autocorrelation (left) and the potential energy spectrum (right) from DNS and three low-resolution simulations with SGS parameterizations (LRM-OU, BRT-OU, BRT-SMR).
Fig. 4. The potential energy spectrum in DNS, BRT, BRT-SMR, BRT-SMR with a damped stochastic forcing \( d\xi \to 0.6d\xi \) (BRT-SMR-0.6) and BRT-SMR with neglected stochastic forcing \( d\xi \to 0 \) (BRT-SMR-0.0).
FIG. 5. The Spectrum for an averaging interval of \( n = 16 \) (left) and \( n = 32 \) (right) in DNS, LRM-OU and BRT-SMR. The simulations with LRM-OU and BRT-SMR have a resolution of \( N_c = 32 \) (left) and \( N_c = 16 \) (right).