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ABSTRACT

Current gravity-wave (GW) parameterization (GWP) schemes are using the steady-state as-

sumption, where an instantaneous balance between GWs and mean flow is postulated, thereby

neglecting transient, non-dissipative direct interactions between the GW field and the resolved

flow. These schemes rely exclusively on wave dissipation, by GW breaking or near critical

layers, as a mechanism leading to forcing of the mean flow. In a transient GWP, without steady-

state assumption, non-dissipative direct wave-mean-flow interactions are enabled as an additional

mechanism. Idealized studies have shown that this is potentially important, so that the transient

GWPMulti-Scale Gravity-Wave Model (MS-GWaM) has been implemented into a state-of-the-art

weather and climate model. In this implementation, MS-GWaM leads to a zonal-mean circulation

well in agreement with observations, and increases GWmomentum-flux intermittency as compared

to steady-state GWPs, bringing it into better agreement with super-pressure balloon observations.

Transient effects taken into account byMS-GWaM are shown to make a difference even on monthly

time-scales: in comparison with steady-state GWPs momentum fluxes in the lower stratosphere are

increased and the amount of the missing drag at Southern Hemispheric high latitudes is decreased

to a modest but non-negligible extent. An analysis of the contribution of different wavelengths

to the GW signal in MS-GWaM suggests that small scale GWs play an important role down to

horizontal and vertical wavelengths of 50km (or even smaller) and 200m respectively.
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1. Introduction30

Gravity waves (GW) play an important role in atmospheric dynamics. They are excited mostly in31

the troposphere e.g. by flow over orography, convection, and jets and front systems. In the course32

of their propagation they affect the momentum and energy balance in the atmosphere everywhere33

up to the thermosphere (see e.g. Kim et al. (2003)). The direct impact of GWs on the large-scale34

circulation is largest in the middle atmosphere, however they also affect tropospheric weather and35

climate significantly (e.g. Scaife et al. (2005, 2012)).36

In GCMs1 and NWP2 models, effects of GWs must be parameterized, given the wide spatial37

and temporal spectrum they act on, part of it being far below the effective resolution of global38

model applications. Wentzel-Kramer-Brillouin (WKB) theory (Bretherton 1966; Grimshaw 1975;39

Achatz et al. 2017) is the basis of most GW parameterizations (GWP) in climate simulations40

and weather predictions (Lindzen 1981; Medvedev and Klaassen 1995; Warner and McIntyre41

1996; Hines 1997a,b; Lott and Miller 1997; Alexander and Dunkerton 1999; Scinocca 2003; Orr42

et al. 2010; Lott and Guez 2013). There is, however, an increasing appreciation that the present43

handling of this technique needs improvements: a simplification typically used is the neglect of44

(1) horizontal GW propagation (single-column approximation) and (2) transient effects such as45

non-dissipative direct GW-mean-flow interactions (steady-state approximation). The former has46

been shown to be an important weakness of state-of-the-art parameterizations, by e.g. Sato et al.47

(2009), Ribstein et al. (2015), Ribstein and Achatz (2016) and Ehard et al. (2017), while Bölöni48

et al. (2016), Muraschko et al. (2015), and Wilhelm et al. (2018) propose improvements with49

regard to the latter aspect. Another drawback of GWPs in current climate and weather codes is50

that their applicability outside of the tropics (where Coriolis effects are non-negligible) relies on51

1General Circulation Models
2Numerical Weather Prediction
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the assumption of balanced (hydrostatic, geostrophic) resolved flows, which might not be valid52

with the increasing spatial resolutions applied nowadays. If, however, the resolved flow is not53

balanced, additional forcing terms due to the GW dynamics appear both in the momentum and the54

entropy equation representing e.g. elastic effects (Achatz et al. 2017; Wei et al. 2019). Potential55

triad wave-wave interactions in the atmosphere are also not taken into account in current GWPs,56

although their neglect has never, to the best of our knowledge, been justified explicitly. In addition57

to the propagation issues listed above, faithful representation of GW sources is a key to success,58

and is another area where one finds room for improvement: theory and applications for orographic59

(Palmer et al. 1986; Bacmeister et al. 1994; Lott and Miller 1997) and convective GW sources60

(Beres et al. 2005; Song and Chun 2005) are relatively well-developed, but the representation of61

GW emissions by jets and fronts - in spite of the efforts of Charron and Manzini (2002); Richter62

et al. (2010); de la Cámara and Lott (2015) - remains difficult.63

This paper is focusing on the issues of GW propagation. In a novel framework, transient effects64

are incorporated by removing the steady-state approximation. This work is an extension of the65

study by Bölöni et al. (2016), where effects of the transient, non-dissipative direct GW-mean-flow66

interactions have been assessed in an idealized set-up, while here the same is done in a more67

complex framework, where the proposed transient GWP has been implemented into a state-of-the-68

art GCM/NWP model. The single-column approximation has been kept for sake of simplicity,69

with the intention to give it up in a later step of our developments.70

Section 2 motivates the implementation of a transient GWP to a state-of-the-art GCM and recalls71

the necessary theoretical background for the rest of the manuscript. This is followed by the actual72

implementation details in section 3, and by the presentation of the GCM-simulation results in73

section 4. Finally a summary of the most important findings is given in section 5.74
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2. Theory75

In the following we outline the theoretical basis of MS-GWaM. In section 2.a we do so for locally76

monochromatic GWs together with the simplifying assumptions applied and a comparison to77

standard parameterization approaches. In section 2.b the monochromatic perspective is generalized78

to full GW spectra.79

a. Locally monochromatic GW fields80

In this section we first sketch the general WKB theory that MS-GWaM is built on, (section81

2.a.1), then describe the simplifying pseudomomentum-flux approach and single-column approx-82

imation which are used in the current study (sections 2.a.2 and 2.a.3). Finally, our transient83

formulation is compared to the one with the steady-state approximation on which present-day GW84

parameterizations are based.85

1) General WKB86

Following WKB theory as applied, e.g., by Grimshaw (1975) and Achatz et al. (2017), the87

spatio-temporal structure of a locally monochromatic small-scale GW field in a larger-scale flow88

is characterized by a local wavenumber k(x, t) = ex k + eyl + ezm and local frequency ω(x, t), while89

its amplitude can be deduced from its wave-action density A(x, t), all depending on position90

x = ex x+eyy+ezz and time. Frequency and wavenumber are connected by the dispersion relation91

ω̂ = ω−kh ·U = ±

√
N2K2

h + f 2m2

K2 (1)

where U(x, t) is the local horizontal wind of the large-scale flow, N2(z) the squared Brunt-Väisälä92

frequency, f the Coriolis frequency and K =
√

k2+ l2+m2 and Kh =
√

k2+ l2 the magnitude of93

the total and horizontal wavenumber, respectively. Wave-action density A = Egw/ω̂ is the ratio94
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between the GW energy density Egw and the intrinsic frequency ω̂. Because all fields are real-95

valued, amplitudes corresponding to the negative branch in (1) can be determined directly from96

those corresponding to the positive branch, so that henceforth only the latter will be considered.97

The local group velocity then is98

cg(x, t) = ∇kΩ with Ω(x,k, t) = U(x, t) ·kh +

√
N2(z)K2

h + f 2(y)m2

K2 (2)

where Ω expresses the local frequency so that explicit space and time dependencies are only due99

to the large-scale (mean) flow, vertical variations of stratification, and horizontal variations of the100

Coriolis parameter. In the absence of dissipation, the development of the GW field, given the mean101

flow, is determined by102 (
∂

∂t
+ cg · ∇

)
k = −∇xΩ (3)

∂A

∂t
+∇ · (cgA) = 0 (4)

while the GW effect on the mean flow is described by103 (
∂U
∂t
,
∂Θ

∂t

)
gw

=

[
−

1
ρ̄
∇ ·

(
ρ̄v′u′

)
+

f
θ̄

ez ×u′θ′,−∇h ·u′θ′
]
. (5)

Here Θ is the mean-flow potential temperature deviation from the reference-atmosphere potential104

temperature θ̄(z), while ρ̄(z) is the reference-atmosphere density, v and u denote the full and the105

horizontal wind vector respectively and ∇h stands for the horizontal components of ∇. The GW106

momentum fluxes ρ̄v′u′ and horizontal potential temperature flux u′θ′ can be calculated from107

k and A. Clearly, Eq. (5) does not account for the energy deposition by GWs, which has an108

important thermal effect in the mesosphere and lower thermosphere (MLT) (e.g. Becker 2017). It109

also implies that the representation of this effect is left out from the current study and will have to110

be incorporated in the future.111
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2) Pseudomomentum approximation112

In the spirit of a step-wise implementation of the most general theory, for the time being, MS-113

GWaM does not use Eq. (5) in its full complexity. Instead, resting on considerations by Andrews114

and McIntyre (1976, 1978a) and following the procedure of all present-day GWPs, Eq. (5) is115

replaced by116 (
∂U
∂t
,
∂Θ

∂t

)
gw

=

[
−

1
ρ̄
∇ ·

(
ĉgkhA

)
,0

]
(6)

where kh is the horizontal part of the wavenumber vector, ĉg = cg −U the intrinsic group velocity,117

and ĉgkhA the GW Eliassen-Palm or pseudomomentum flux. An advantage of this approximation118

is that no GW potential temperature fluxes are required. The latter would enter via their horizontal119

convergence, which one is inclined to avoid in single-column GWPs. Wei et al. (2019) discussed120

this approximation in detail. Eq. (6) basically assumes that the large-scale flow is in geostrophic121

and hydrostatic balance. When this is not the case, errors can occur outside of the tropics whenever122

near-inertial GWs are involved with ω̂ close to f . In future work it is intended to drop both the123

pseudomomentum- and the single-column approximation.124

3) Single-column approximation125

The single-column approximation is taken in present-day GWPs for the sake of efficiency, and126

we do so here as well. One neglects in the GW-mean-flow interaction all horizontal derivatives and127

one also neglects in the wave-action equation all horizontal group-velocity components, so that,128

using the pseudomomentum approximation as well, the approximated dynamics is described by129 (
∂

∂t
+ cgz

∂

∂z

)
(kh,m) =

(
0,−

∂Ω

∂z

)
(7)

∂A

∂t
+
∂

∂z
(
cgzA

)
= 0 (8)(

∂U
∂t

)
gw

= −
1
ρ̄

∂

∂z
(
cgzkhA

)
(9)
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where cgz is the vertical group velocity. This approximation neglects all effects of horizontal GW130

propagation. Note that the pseudomomentum-flux convergence in the righ-hand side of Eq. (9)131

can be written as (e.g. Achatz et al. 2017):132

−
1
ρ̄

∂

∂z
(
cgzkhA

)
= −

1
ρ̄

[
∂

∂z

(
ρ̄u′w′

)
− f ez ×

∂

∂z

(
ρ̄u′θ′

dθ̄/dz

)]
(10)

as is also known from derivations from GLM theory (Andrews and McIntyre 1978b).133

4) Steady-state approximation and its implications134

The final step taken in present-day GWPs for the sake of efficiency is the assumption that the135

GW field adjusts instantaneously to a given mean-flow distribution. This way GW effects are136

propagating within one time step from a source to the model top and bottom. One neglects in the137

prognostic equations for the GW field all time derivatives so that (7) - (8) are replaced by138

∂

∂z
(kh,m) =

(
0,−

1
cgz

∂Ω

∂z

)
(11)

∂

∂z
(
cgzA

)
= S (12)

Here we have introduced a source or sink S on the right-hand side of the wave-action-density139

equation. This is decisive. One sees that in the steady-state approximation the horizontal wave140

number is a constant so that without any source or sink there would be no GW forcing of the141

mean flow in (9). Hence in this approximation, GW dissipation, e.g. by GW breaking or close to142

critical layers, is indispensable for a GW effect on the mean flow, while the explicit description of143

GW transience as in (7) - (8) also allows GW impacts on the mean flow via non-dissipative direct144

wave-mean-flow interactions.145

Consequences of applying the steady-state approximation instead of the transient GW-model Eqs.146

(7) - (9) - and thus neglecting non-dissipative direct GW-mean-flow interactions - have been studied147

by Bölöni et al. (2016) in a highly idealized setup using wave-resolving simulations as a reference.148
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They achieved a reliable evolution of the GW energy and the mean flow only using the transient149

model. In case of using the steady-state equations, important features of the GW-mean-flow150

interactions were not captured: the GW packet propagated way too fast until static instability set in151

and its induced mean flow did not agree with the results from wave-resolving simulations. Using152

a Fourier-ray model (Broutman et al. 2006) and high-resolution WRF (Skamarock et al. 2019)153

simulations, Kruse and Smith (2018) found that in the interaction of mountain waves with the154

mean flow, both dissipative and non-dissipative forcing of the mean flow seem to play an important155

role. The natural question - how important non-dissipative direct GW-mean-flow interactions are156

in the context of global dynamics - have motivated the present study.157

b. Spectral treatment of transient GW distributions158

Although the consideration of locally monochromatic GW fields is helpful for deriving the159

prognostic system (3) - (5) or its single-column pseudomomentum approximation (7) - (9), real-160

world GWfields are made up of a full spectrum of components. Even if one starts out from a locally161

monochromatic initial condition, GW-mean-flow interactions tend to quickly lead to caustics where162

more than one wavenumber is observed at a single location. Correspondingly, attempts to solve the163

above discussed equation sets directly on a computer most often fail due to numerical instabilities164

near caustics. As shown by Muraschko et al. (2015), this can be avoided by considering a spectral165

wave-action density in wavenumber-position phase space (e.g. Hertzog et al. 2002) instead.166

N(x,k, t) =
∫
R3

d3βAβ(x, t)δ(k−kβ) (13)

where β is a three-dimensional index field and each combination of Aβ and kβ satisfies (3) - (4)167

or (7) - (8) separately. If the corresponding wave amplitudes are weak enough, a superposition168

of these solutions is a WKB solution of the basic dynamical equations as well, assuming that the169
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required scale separation between the various spectral components and the large-scale mean flow170

still holds, and one can derive the prognostic equation171

DrN

Dt
≡
∂N

∂t
+ cg · ∇xN + Ûk · ∇kN = 0 (14)

Here cg(x,k, t) = ∇kΩ is again the group velocity defined in (2) for wavenumber k, and Ûk(x,k, t) =172

−∇xΩ is the rate of change of the wavenumber k as it appears on the right-hand side of (3).173

Dr/Dt is a material derivative along trajectories in phase space, so called rays, tangential to the174

phase-space velocity (cg, Ûk). Along these rays the phase-space wave-action density is conserved.175

The GW impact on the mean flow is the sum of the impact of all spectral components so that, with176

the pseudomomentum approximation,177 (
∂U
∂t

)
gw

= −
1
ρ̄
∇ ·

∫
d3k ĉgkhN (15)

with d3k = dkdldm. Similar expressions can be formulated also without pseudomomentum178

approximation (Wei et al. 2019). We note in passing that in the absence of background winds, (14)179

agrees with the radiative transfer equation without wave-wave interactions that has been used in the180

oceanic context for GWPs (Olbers et al. 2019, and references therein). There, however, the shape181

of the GW spectrum is prescribed, while in our implementation it develops without constraints.182

In the single-column approximation, one again neglects all horizontal derivatives as well as the183

horizontal group velocity in (14), resulting with184

Dr

Dt
=
∂

∂t
+ cgz

∂

∂z
+ Ûm

∂

∂m
and

(
cgz, Ûm

)
=

(
∂Ω

∂m
,−
∂Ω

∂z

)
(16)

in the system185

DrN

Dt
= 0 (17)(

∂U
∂t

)
gw

= −
1
ρ̄

∂

∂z

∫
d3k cgzkhN (18)
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The corresponding rays, along which N is conserved, are given by186

Dr

Dt
(xh, z) =

(
0,cgz

)
=

[
0,−

m(ω̂2− f 2)

ω̂K2

]
(19)

Dr

Dt
(kh,m) = (0, Ûm) =

(
0,−kh ·

∂U
∂z
−

NK2
h

ω̂K2
∂N
∂z

)
(20)

Moreover, partial integration of (17), using (16), also yields187

∂

∂t

∫
dmN +

∂

∂z

∫
dm cgzN = 0 (21)

which is the equivalent to (8).188

In a steady-state approximation, one again neglects the time derivatives in the wave-action density189

equation (17) and in the ray equations (19) and (20). Hence kh is again a constant and (18) yields190

together with the steady-state version of (21) the non-acceleration result ∂U/∂t = 0, i.e. the mean191

flow is unaffected by GWs, unless (21) is supplemented by sources or sinks.192

3. Implementation in a high-top atmosphere model193

Our single-column pseudomomentum-approximation subgrid-scaleGWmodel applying the tran-194

sient Eqs. (17) - (20), extended by a saturation scheme, has been named MS-GWaM3. It has been195

implemented into the ICON4 model (Zängl et al. 2015) in its upper-atmosphere configuration UA-196

ICON (Borchert et al. 2019), allowing numerical studies over a wide altitude range from the Earth’s197

surface to the lower thermosphere. For the sake of simplicity and clear traceability of causes and198

consequences, the current orographic GWP in UA-ICON, based on Lott and Miller (1997), has199

been left untouched, and MS-GWaM only replaces the non-orographic GWP there, based on Orr200

et al. (2010).201

As a reference and a representative of currently available GWP schemes, in addition to the202

transient implementation, two steady-state versions of MS-GWaM have also been implemented203

3Multi-Scale Gravity-Wave Model
4ICOsahedral Non-hydrostatic model
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to UA-ICON. The first one excludes non-dissipative direct GW-mean-flow interactions through204

the steady-state approximation but shares all other parameterization components with the transient205

MS-GWaM, such as GW sources and the saturation scheme. The other one differs fromMS-GWaM206

in its saturation scheme as well, i.e. instead of an integrated treatment of the GWbreaking criterion,207

it applies a monochromatic approach (see the details in section 3.b). Throughout the paper, the208

implementation of the transient MS-GWaM into UA-ICON will be referred to as TR, while the two209

steady-state implementations will be called ST and STMO respectively.210

a. Transient scheme211

In a global implementation the interaction equations would have to be rewritten in spherical212

coordinates. The single-column approximation, however, eliminates any horizontal changes of the213

GW field and all metric terms, which amounts to treating the parameterization equations in local214

Cartesian coordinates on an f-plane.215

1) GW propagation and interaction with the mean flow216

Following Muraschko et al. (2015), we define Lagrangian ray volumes as carriers of the GW217

fields’ wave-action density and simply trace their positions in phase space. Due to (17), their218

spectral wave-action density is conserved, unless wave dissipation is active. Each ray volume219

is six-dimensional, and its horizontal cross-section is given by that of the corresponding ICON220

column. In the single-column approximation, it does not change so that we suppress it in the221

following notation. Likewise, horizontal wavenumbers do not change either, but due to the source222

formulation below we keep track of the ray-volume extent in the corresponding directions.223

As illustrated in Figs.1a and 1b, each ray volume has an extent ∆z in z direction and extents ∆k,224

∆l, ∆m in the three-dimensional wavenumber space. They move, expand or shrink in the z and m225

12



directions. Due to ∂cgz/∂z+ ∂ Ûm/∂m = 0, the phase-space content of each ray volume, and hence226

in our discretization Vp = ∆z∆m, do not change. To achieve this, first, changes in the vertical extent227

of ray volumes are calculated via Eq. (19) as Û∆z = ct
gz − cb

gz where ct
gz and cb

gz stand for the vertical228

group velocities at the top (z = zt) and the bottom (z = zb) of the ray volume, respectively. Second,229

the displacement of the ray-volume center-point is calculated via Eq. (19) as Ûzc = (ct
gz + cb

gz)/2230

in the vertical direction and, via Eq. (20), as Ûmc = Ûm(kh,mc) in m-direction. For the latter, the231

resolved dynamical fields N, ∂zU and ∂zN are interpolated to the ray-volume center-point z = zc.232

Finally the ray-volume extent in m-direction is updated by ∆m = Vp/∆z.233

Next, the acceleration of the resolved horizontal wind is calculated via Eq. (18). The pseudo-234

momentum fluxes (PMF) are calculated on the half-levels of the ICON vertical grid, i.e. at the235

half-level at z = zi+1/2, the integral on the right-hand-side of Eq. (18) is approximated as236

PMFzi+1/2 =

(∫
d3kcgzkhN

)
zi+1/2

≈
©«

Ni∑
j=1

∆z j
i

δzi
c j
gzk

j
hN

j
∆k j
∆l j
∆m jª®¬zi+1/2

(22)

where Ni is the number of ray volumes overlapping the vertical layer zi+1 < z 6 zi with a thickness237

of δzi and j is the index over those ray volumes. As can be seen in Fig. 1a, the ratio ∆z j
i /δzi238

represents the pseudomomentum-flux fraction of the j-th ray volume contributing to the layer239

centered at z = zi+1/2. After the calculation of the pseudomomentum fluxes at half-levels, the240

mean-flow tendency (∆U/∆t)gwzi
at the full level at z = zi is calculated via (18) by centered finite241

differences. The resolved horizontal wind is updated as Unew
zi = Uzi + δt (∆U/∆t)gwzi

where a242

time-step δt = 60s is used. In order to ensure that the ray volumes do not jump over strong,243

shallow shear-layers - and thus describe reflection and critical-layer filtering properly - , a 4th order244

Runge-Kutta sub-time-stepping is used for the integration of Eqs. (19) and (20) with a time-step of245

δts = 30s. Note that the development of z and m via Eqs. (19) and (20) depends on the stratification246

and the wind shear, i.e. onUzi , which - among others - includes the GW induced wind contribution.247
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2) GW breaking248

The phase-space wave-action density N is conserved along rays until GWs break. In that case249

turbulence is generated that damps the GWs via turbulent viscosity and diffusivity. Hence N250

decreases, which generates pseudomomentum-flux convergence additionally to the non-dissipative251

direct GW-mean-flow interactions described in the previous section. In MS-GWaM, following252

Lindzen (1981), this is taken into account by diagnosing whether the GW field can turn the flow253

into a statically unstable state. Once this is the case in a given layer, the wave-action density of254

all overlapping ray volumes is reduced so that static instability cannot occur anymore. Following255

Bölöni et al. (2016), the static instability criterion for a quasi-monochromatic wave is given by256

m2 |B |2 > N4 where |B |2 = 2AN4K2
h/(ρ̄ω̂K2) is the squared complex GW buoyancy amplitude and257

| · | denotes the modulus. Applying the phase-space concept to represent the full spectrum, this258

reads259

2N4

ρ̄

∫
d3k m2N

K2
h

ω̂K2 > N4. (23)

The single-column discretization of this, e.g. in the layer with thickness δzi centered at z = zi+1/2,260

is261 ©«2N4

ρ̄

Ni∑
j=1
S j > N4ª®¬zi+1/2

with S j =
∆z j

i

δzi
N j m j 2K j

h
2

ω̂ jK j 2 ∆k j
∆l j
∆m j (24)

where again, all variables with a j -index denote known properties of ray volumes overlapping262

the layer, and those without are resolved variables at z = zi+1/2. Whenever static instability is263

diagnosed via Eq. (24), the saturation scheme is called, and the turbulent diffusivity and viscosity264

are determined so that they exactly counteract the amplitude increase of the contributing GWs265

that would cause (23) or (24) to be satisfied. In the case of buoyancy, e.g., the turbulence266

effect is then captured via ∂t b = ...+K
(
∂2

x b+ ∂2
y b+ ∂2

z b
)
with the turbulent diffusivity K. After267

a Fourier transformation in space the corresponding buoyancy change over a short time ∆t is268

14



∆|b̃|2 = ...−2K∆t |b̃|2(K2
h +m2) or for the amplitude269

∆

(
d |B |2

dm
dm

)
=

2N2

ρ̄
∆(m2ω̂Ndm) = −2K∆t

2N2

ρ̄
m2(K2

h +m2)ω̂Ndm. (25)

After simplifying (25), requiring the diffusivity and viscosity to be just strong enough to prevent270

(23) and (24) to be satisfied, and returning to discretized variables, one is left with271

N
j

sat =N
j(1−KK j 2

) ( j = 1, ...,Ni), (26)

whereN j is the phase-space wave-action density one would have directly fromwave-action conser-272

vation without the turbulence impact, andN j
sat is the saturated wave-action density corresponding273

to the equality sign in (23) and (24). The local turbulent diffusion coefficient hence is274

K(z) =

∑Ni

j=1S
j − ρ̄/2∑Ni

j=1S
jK j 2 . (27)

The vertical wavenumber dependence of the saturation equation (26) is such that small-scale275

GWs are damped most strongly. The diffusivity estimated as above could be used to predict276

corresponding frictional heating as well as modifications of the GW energy deposition (e.g. Becker277

2017). For the time being, however, these effects are here not taken into account. Furthermore,278

the effect of GW damping due to the heat diffusion (i.e. downward heat flux) is also ignored. We279

also note that the above described saturation scheme, similarly to Lindzen (1981), assumes that280

the Prandtl number is ∼ 1, i.e. that momentum and potential temperature are equally effected by281

turbulent diffusion. This assumption is to be revisited in the future as e.g. Fritts and Dunkerton282

(1985) suggest that the Prandtl number should be very large for breaking GWs.283

3) GW source representation284

A simple representation of the non-orographic GW sources has been chosen. Instead of pa-285

rameterizing the GW sources associated e.g. with convection and jets and fronts, it is assumed286
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that the superposition of all non-orographically emitted GWs obeys the universal Desaubies spec-287

trum (VanZandt 1982; Fritts and VanZandt 1993). Following Scinocca (2003), the corresponding288

GW launch momentum-flux spectrum, projected onto the horizontal propagation direction of each289

spectral component, defined by the azimuth angle φ ∈ [0,2π) so that k = Kh cosφ, l = Kh sinφ, is290

ρ̄F0(c̃, ω̃, φ) = ρ̄Cm3
∗

c̃N3ω̃1−p

N4+m4
∗ c̃4

(28)

where ω̃ = NKh/|m| is the non-rotational and hydrostatic approximation of the intrinsic frequency,291

c̃ = N/|m| is the respective intrinsic phase speed. Note that upward GW propagation corresponds292

to m < 0, implying ω̃ = −NKh/m at the source. In the current study, four azimuthal angles293

have been used defining GW propagation directions towards east, north, west and south, i.e.294

φ = (0, π/2, π,3π/2) ⇒ k = Kh(1,0,−1,0), l = Kh(0,1,0,−1). The launch spectrum is characterized295

in terms of intrinsic phase speeds as c̃ ∈ (c̃min, c̃max]= (0,36]ms−1 in each of the four directions, with296

an equidistant spacing and thus equally large spectral elements ∆c̃ = (c̃max − c̃min)/nc̃, where nc̃ = 6297

is the number of spectral elements. In terms of intrinsic frequency, a range ω̃ ∈ [ω̃min, ω̃max] =298

[10−4,5 ∗ 10−4]s−1 is considered again with an equidistant spacing and equally large spectral299

elements ∆ω̃ = (ω̃max − ω̃min)/nω̃ where nω̃ = 2 is the number of elements. A characteristic vertical300

wavenumber m∗ = 2π/2km is used, while the value of p is set to 5/3 based onWarner andMcIntyre301

(1996) and Fritts and Lu (1993). The factor C is a tuning parameter enabling to set a desired302

launch-level pseudomomentum-flux magnitude M , so that
∫ c̃max

c̃min

∫ ω̃max

ω̃min
ρ̄F0(c̃, ω̃, φ)dω̃dc̃ = M for303

each azimuthal direction φ. In order to account for the seasonal variability of non-orographic GW304

sources emitted by jets and fronts, time and latitudinal dependence of M has been introduced as305

M(ϕ, t) = Mbs(ϕ)+ β(t)[Mbw(ϕ)−Mbs(ϕ)] (29)

where ϕ is the latitude in degrees, β(t) = {1+ cos[2π(t − t0)]}/2 is a time dependent function with306

t0 being 00 UTC 22 December of the given year, and Mbw (Mbs) is the boreal winter (summer)307
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flux-magnitude profile given as308

Mbw(ϕ) = [1−α(ϕ)]Mmin+α(ϕ)Mmax (30)

Mbs(ϕ) = [1−α(ϕ)]Mmax +α(ϕ)Mmin (31)

with309

α(ϕ) = [1+ tanh(ϕ/s)]/2 (32)

being a function with a smooth transition between 0 and 1 with s = 11◦. The resulting meridional310

launch flux profile is plotted in Fig.2 for the northern summer and winter solstices with the choice311

of (Mmin,Mmax) = (1.5,2.5)mPa, which are the actual values chosen for the implementation.312

In order to express the spectral distribution of the source in terms of the wavenumbers (k, l,m) as313

needed by MS-GWaM, the c̃, ω̃, φ -dependent pseudomomentum-flux spectrum (28) is transformed314

via the sequence of Jacobian transformations315

ρ̄F1(m, ω̃, φ) = J0 ρ̄F0(c̃, ω̃, φ) with J0 =
∂c̃
∂m
=

N
m2 , (33)

ρ̄F2(m,Kh, φ) = J1 ρ̄F1(m, ω̃, φ) with J1 =
∂ω̃

∂Kh
= −

N
|m|

, (34)

ρ̄F3(m, k, l) = J2 ρ̄F2(m,Kh, φ) with J2 =
∂(Kh, φ)

∂(k, l)
=

1
Kh
, (35)

where the magnitude of the horizontal wave vector is always calculated through the dispersion316

relation as Kh = ω̃|m|/N . After the transformation, using a typical N at launch level, the launch317

spectrum spans λz ∈ [0.8,8]km with an increasing resolution in m towards large vertical wave318

lengths (corresponding to large group velocities) and λx,y ∈ [47,1036]km with an increasing reso-319

lution in k, l towards large horizontal wave scales. Because
∫

d3k ρ̄F3kh/Kh =
∫

d3kkhcgzN , the320

phase-space wave-action density of ray volumes at launch level z = zl (= 300hPa in this study) is321

initialized as322 (
N j =

ρ̄F3(m j, k j, l j)

K j
hc j

gz

)
zl

, (36)
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where j = 1, ...,Nl is the ray-volume index with Nl = 4ncnω being the total number of spectral323

elements launched at a time in the four azimuthal directions and m j, k j, l j denoting the wavenumber324

values at the ray-volume centers. The spectral extent of the j-th ray volume in m-direction is325

calculated as ∆m j = ∆c̃ jm j 2
/N , which results in decreasing ray volume extents towards large326

vertical wave lengths. As shown in Fig.3, the spectral extents in k- and l-directions are defined327

as ∆k j = ∆K j
h, ∆l j = K j

h∆φ (∆k j = K j
h∆φ, ∆l j = ∆K j

h) for eastward and westward (northward and328

southward) propagating waves where ∆K j
h = ∆ω

j |m j |/N and ∆φ = π/2 is the azimuthal angle329

difference between propagation directions.330

In the transient framework discussed in this section, the GW emission by non-orographic sources331

is implemented as a lower boundary condition for Eqs. (17) - (20). This requires that the GW332

ray volumes are emitted continuously at the launch level for the whole spectrum, so that the total333

pseudomomentum flux
∫

d3k ρ̄F3(k)kh/Kh is maintained at all times. To achieve this, an elaborate334

ray-volume launching procedure is applied as demonstrated by Fig.4. Below the launch level335

zl , a ghost layer is defined with a thickness δzg, and at launch time t = t0 the ray volumes are336

initialized via Eq. (36) with their top matching the bottom of the ghost layer at z = zl − δzg (see337

Fig.4a). The five ray volumes sketched in the figure are located in adjacent spectral positions338

in m. At time t = t0 +∆t all ray volumes have propagated vertically, but to different extents.339

(see Fig.4b). In order to preserve the spectral shape of the spectrum until the launch level is340

reached, all ray volumes with a center-point below z = zl propagate without refraction, i.e. with341

cgz = const ., Ûm = 0,∆z = const .,∆m = const. As soon as a ray volume is completely in the ghost342

layer (i.e. its bottom has passed the height z = zl − δzg), a new ray volume is launched, so that343

its top matches the bottom of the previous ray volume in the same spectral position. In Fig.4b,344

this happens at the spectral positions 4 and 5, where the "old" ray volumes launched at t = t0 are345

denoted by a black center-point and boundaries, while the "new" ray volumes launched at t = t0+∆t346
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have red center- points and boundaries. Two additional features are demonstrated at the spectral347

position 5: i) here, the "old" ray volume has traveled so much within ∆t, that even the "new" ray348

volume’s bottom ends up at z = zl − δzg, which allows the emission of a second "new" ray volume349

right away at the same launch time t = t0 +∆t, ii) the "old" ray volume’s center-point has passed350

z = zl , so that the full set of GW-mean-flow interaction Eqs. (17) - (20) begins to act, leading to351

refractions (displacement of the center-point in m-direction) and deformations (changes of ∆z and352

∆m). It is repeated here that the above described GW source is kept simple and non-intermittent353

on purpose in order to allow a clear separation of transient propagation effects from those implied354

by intermittent sources.355

b. Steady-state schemes356

In this section the steady-state implementations of the single-column GW-mean-flow interaction357

Eqs. (17) - (20) are presented. In the steady-state context it is assumed that the GWs propagate358

instantaneously from any source to model bottom and model top and that they instantaneously359

assume an equilibrium with the resolved mean flow and the source distribution. This equilibrium360

remains unchanged until source or resolved flow change, when the GW distribution again adjusts361

instantaneously. As a consequence of this, GWs cannot influence the resolved flow, unless wave362

dissipation is active. The mean-flow acceleration by GWs is hence realized exclusively via GW363

breaking and critical-layer filtering, i.e. by diagnosing at what height the equilibrium breaks down364

due to dissipative processes, leading to corresponding pseudomomentum-flux convergences. The365

next few subsections describe the steady-state implementations of MS-GWaM in detail.366
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1) GW source representation367

The spectral characteristics and the magnitude of the non-orographic GW sources are identical to368

the transient implementation presented in section 3. a3, i.e. theGW launch-level pseudomomentum369

flux is distributed among monochromatic spectral elements characterized in the very same way370

in spectral space as in the transient case (λx,y ∈ [47,1036]km, λz ∈ [0.8,8]km), with the very371

same values ρ̄F3(m, k, l), so that the total GW pseudomomentum flux at each launch time is372 ∫
d3k ρ̄F3(k)kh/Kh. The corresponding wave-action contribution by each spectral element at the373

launch level z = zl can be calculated as Ai(zl) = A(zl,ki) = ρ̄F3(ki)/(K i
hci

gz)∆ki∆li∆mi, where374

i = 1, ...,Nl is the spectral-element index with Nl = 4ncnω.375

2) Equilibrium profile376

One can easily convince oneself that the steady-state version of (21) holds also component-wise377

so that we have for each spectral element ci
gz(z)A

i(z) = ci
gz(zl)A

i(zl) = const ., where both ci
gz(zl)378

and Ai(zl) are known from the GW source. In this way, one is left with equilibrium profiles of379

the wave-action flux, which entirely determine the GW dynamics after adjustment to the resolved380

flow. In order to diagnose GW breaking altitudes, critical-, or reflection layers, it is not sufficient381

to have the products ci
gz(z)A

i(z) as known quantities, but in addition, one needs the corresponding382

Ai(z) and ci
gz(z) profiles individually. The vertical group velocity profiles are obtained from the383

dispersion relation (1) as384

ci
gz(z) = −

mi(z)(ω̂i2(z)− f 2)

ω̂i(z)(K i
h

2
+mi2(z))

, (i = 1, ...,Nl) (37)

with385

mi(z) = −

√√
K i

h
2
(N2(z)− ω̂i2(z))

ω̂i2(z)− f 2 , (i = 1, ...,Nl) (38)
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where ω̂i(z) are the intrinsic frequency profiles of the adjusted GW field’s spectral elements. The386

key to calculate ω̂i(z), needed in Eqs. (37)- (38), is the Eikonal frequency equation DrΩ/Dt =387

∂Ω/∂t = k · ∂U/∂t that one can derive directly from the definitions cg = ∇kΩ and Ûk = −∇xΩ.388

Hence, in the steady-state case extrinsic frequencies ωi(zl) are unchanged along a ray. This means389

that after diagnosing ωi(zl) at the launch level, the intrinsic frequency profiles can be calculated390

based on the known wind profile as ω̂i(z) = ωi(zl) −ki ·U(z). Using this in (37), the wave-action391

profile of each spectral element can be calculated as392

Ai(z) =
ci
gz(zl)A

i(zl)

ci
gz(z)

, (i = 1, ...,Nl). (39)

3) Critical layer filtering and reflection393

At critical layers, the intrinsic frequency approaches f and the vertical wave number diverges,394

see e.g. (1) or (38). With decreasing vertical wavelength a GW eventually becomes unstable and395

dissipates. In the steady-state picture, critical layers are diagnosed at the lowest altitude z = zc396

where ω̂(zc) = ω(zl) −k ·U(zc) ≤ | f |, i.e., where the Doppler-shift term turns the wave intrinsic397

frequency to a smaller value than the Coriolis frequency. Accordingly, for each spectral element i,398

we set the pseudomomentum-flux profile PMFi(z) to zero at z ≥ zc.399

When wave reflection occurs, the intrinsic frequency approaches N and m changes sign so400

that the group velocity is reverted. In the steady-state versions of MS-GWaM this is taken into401

account by diagnosing the height of potential reflection by finding the lowest altitude z = zr where402

ω̂(zr) ≥ N . If a reflection layer is diagnosed at z = zr for a spectral element, its corresponding403

pseudomomentum-flux profile PMFi(z) is set to zero above zr . Unless GW breaking has changed404

the equilibrium profile below the reflection layer, the pseudomomentum-flux profile PMFi(z)405

vanishes also for z < zr as well, because under reflection the pseudomomentum-flux changes406

sign so that the contributions from the upward and downward propagating components cancel407
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each other when the mean flow is in a steady state. However, if GW breaking takes place (see408

next section) at any altitude z = zb < zr , the pseudomomentum fluxes carried by the upward and409

downward propagating spectral elements do not completely cancel, thus, at altitudes z < zb a410

residual PMFi(z) = PMFi
up(z)−PMFi

down(z) is maintained.411

4) GW breaking412

In the steady-state setups of MS-GWaM the instability criterion (23) is used as well. The two413

steady-state implementations (ST and STMO) differ, however, in the way this is done and how the414

GW amplitudes are adjusted whenever wave breaking is diagnosed.415

A simple approach - most often applied in present-day non-spectral GWPs - is to treat each416

spectral element independently from each other, i.e. applying (23) for each element separately,417

leading to a saturation amplitude418

Ai
sat(z) =

ρ̄

2
ω̂

(
1

m(z)i2
+

1

K i
h

2

)
, (i = 1, ...,Nl). (40)

Wave breaking is diagnosed at an altitude z = zb if Ai(zb) > A
i
sat(zb) and static stability is then419

reinforced by setting Ai(zb) = A
i
sat(zb). Given the monochromatic treatment of the saturation420

process, this implementation is called steady-state monochromatic MS-GWaM, or shortly STMO.421

An integrated treatment of wave breaking proceeds completely in line with the treatment in the422

transient MS-GWaM, i.e. wave breaking is diagnosed at an altitude z = zb if (23) is fulfilled there,423

with the integral taken over all spectral components, so that424

2N4(zb)

ρ̄(zb)

Nl∑
i=1
Pi(zb) > N4(zb) with Pi(zb) =A

i(zb)
mi2(zb)K i

h
2

ω̂i(zb)K i2(zb)
. (41)

Then static stability is reinforced by reducing the wave-action densities via425

Ai(zb) → A
i
sat(zb) =A

i(zb)

(
1−
K̃

ci
gz

K i2(zb)

)
(i = 1, ...,Nl) (42)
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with426

K̃(zb) =

∑Nl

i=1P
i(zb)− ρ̄(zb)/2∑Nl

i=1P
i(zb)K i2(zb)/ci

gz

, (43)

which is proportional to an altitude dependent turbulent diffusivity. Since diffusivity cannot be427

applied in terms of time increments in the steady-state framework, wave breaking and the resulting428

state of stability is reinforced in terms of vertical increments. This in turn introduces cgz in (42)429

and (43) [cf. (26) and (27)] so that, for a given vertical distance and diffusivity, slowly propagating430

waves tend to dissipate more than those propagating fast. This implementation is called steady-state431

MS-GWaM, or shortly ST. Given that it shares the treatment of the GW sources and GW breaking432

with the transient implementation, the only difference between ST and TR is how the propagation433

is accounted for, i.e. GW transience.434

Both STMOand ST account for the case ofmultiple wave breaking in the course of the adjustment435

to the equilibrium profile. This is achieved by calculating the equilibrium profile sequentially from436

layer to layer, i.e. solving Eq. (39) as437

Ai(zi−1/2) =
ci
gz(zi+1/2)A

i(zi+1/2)

ci
gz(zi−1/2)

, (i = 1, ...,Nl). (44)

This allows for applying the GW saturation Eq. (40) or Eqs. (41)-(26) within the vertical438

adjustment process and eventually using the replacementAi(zi+1/2)→A
i
sat(zi+1/2) if GWbreaking439

is diagnosed at the half-level zi+1/2.440

As in the transient implementation, the present study does not take corresponding effects on441

frictional heating and GW energy deposition into account.442

23



5) Mean-flow forcing443

After having calculated the equilibrium profile and having taken into account dissipative pro-444

cesses, the total pseudomomentum flux at half-levels is calculated as445

PMFzi+1/2 =

Nl∑
i=1

ki
hci

gz(zi+1/2)A
i(zi+1/2), (45)

and the GW drag at full-levels is obtained exactly as in the transient case.446

c. Stability measures and computational aspects447

In order to facilitate GW studies in a large altitude range, our model top within UA-ICON has448

been set to 150km. In UA-ICON and ICON in general a sponge layer prevents spurious wave449

reflections from the model top, based on a Rayleigh damping applied to the vertical wind (Zängl450

et al. 2015). In the setup used here the bottom of the sponge layer is at 110km. Several measures451

had to be taken in MS-GWaM to prevent numerical instabilities in the sponge, due to excessive452

mean-flow accelerations by insufficiently controlled GW pseudomomentum fluxes.453

1) Molecular viscosity454

Molecular viscosity, inversely proportional to density, is taken into account by455

N j(t +∆t) = N j(t)exp
(
−2K j 2

(t)∆t
η

ρ̄

)
(46)

with the temperature dependent dynamic viscosity η = η(T(z, t)) based on Sutherland’s viscosity456

law (see e.g., Atkins and Escudier 2013). In the steady-state implementations the same prescription457

is used, but proceeding from layer to layer, and with ∆t = ∆z/ci
gz, i.e.,458

Ai(z+∆z) = Ai(z)exp

(
−2K i2(z)

∆z
ci
gz

η

ρ̄

)
. (47)
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2) Scale height correction459

The WKB theory applied by Achatz et al. (2017) predicts that in case of a clear scale separation460

between GWs and a resolved flow, the former obey the Boussinesq GW dispersion relation (1). In461

the numerical implementation (i.e. TR, ST, STMO), however, the scale separation does not always462

hold. Vertical GW wavelengths can grow by refraction and eventually assume values similar to463

the scales of vertical variations of the resolved mean flow. An ideal treatment of such a situation464

would be to somehow "transfer" the large scale GW to the resolved flow and stop treating it as a465

subgrid-scale wave. A theory for such a procedure, however, is not known to us, and the problem466

is complicated further by the possibility of such a wave still being unresolved in the horizontal.467

Based on our experience during the implementation of TR, the primary problem arising from468

large vertical GW scales is that using (1) the vertical group velocity gets too large and leads to469

excessively strong pseudomomentum fluxes PMF =
∫

d3kcgzkhN . This is now avoided by using470

ω̂ = ±

√
N2K2

h + f 2(m2+Γ2)

K2+Γ2 (48)

in all calculations, where Γ = 1
2Hρ
− 1

Hθ
is the pseudo-incompressible scale height with Hρ =471

−( 1ρ̄
d ρ̄
dz )
−1, Hθ = (

1
θ

dθ
dz )
−1 being the density scale height and the potential temperature scale height472

respectively. By assuming that the atmosphere is locally isothermal, the pseudo- incompressible473

scale height in TR, ST, STMO is further simplified to Γ = 1
2Hρ

(
1
2 −

R
cp

)
with R being the ideal gas474

constant and cp being the specific heat capacity at constant pressure. From the modified dispersion475

relation one obtains for the vertical group velocity476

cgz = −
m(ω̂2− f 2)

ω̂(K2+Γ2)
(49)

and the prognostic equation for m becomes477

Drm
Dt

= −kh ·
∂U
∂z
−

1
ω̂(K2+Γ2)

[
NK2

h
∂N
∂z
+ ( f 2− ω̂2)Γ

∂Γ

∂z

]
. (50)
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The scale height correction begins to matter at vertical GW scales where the squared vertical478

wavenumber m2 becomes small enough so that it is only an order of magnitude larger than Γ,479

i.e. when 0.1×m2 ∼ Γ2. By substituting m = 2π/λz,Hρ ≈ 5− 8km,R/cp ≈ 2/7, one arrives at a480

vertical wavelength of λzcorr ≈ 45−75km. Although, in the launch spectrum used in this paper, the481

vertical wavelength is not larger than λz = 8km, the transient implementation has been observed482

to lead to vertical GW scales as large as λzcorr . Thus, to be on the safe side, and for being fully483

consistent between the transient and steady-state schemes, all implementations of MS-GWaM have484

been based on the discretized versions of Eqs. (48)-(50) to describe the evolution of the GW field.485

3) Pseudomomentum-flux smoothing486

In the TR implementation, due to unavoidable local under-sampling of ray volumes,487

pseudomomentum-flux profiles can get noisy so that the GW impact on the resolved flow can488

exhibit undesired spikes. Thus, a crucial numerical aspect to stabilize TR simulations has been489

to apply a vertical smoothing on the pseudomomentum fluxes after the projection Eq. (22) and490

before calculating the resolved wind tendencies. The smoothing is using the zeroth-order filter of491

Shapiro (1975), which removes noise with length scales of 2δz but leaves larger-scale structures492

rather unaffected.493

4) Controlling the total number of ray volumes494

In order to prevent excessive computational costs, the total number Nc of ray volumes per495

column is limited to a value Ncmax . It has been found that in terms of the time-averaged zonal-496

mean circulation, a numerical convergence of the TR simulations has been achieved by using497

Ncmax = 2500 with Nl = 4 × nc × nω = 4 × 6 × 2 = 48 ∼ 50 (see section 4.b.4). The practical498

implementation is simple: each time step before the call to the ray-volume emission at the launch499
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level, it is checked column-wise whether Nc > Ncmax . If this is the case in a column, Nc−Ncmax of500

lowest-energy ray volumes are removed.501

5) Computational costs502

Table 1 shows the computational costs of TR, ST, STMO and the operational GW drag scheme503

used in ICON for NWP purposes (Orr et al. 2010). The computational costs are presented in504

terms of i) ttot , i.e. total run-times of 1-month simulations with UA-ICON using the different GW505

schemes (see Table caption for the grid spacing) and ii) tav, i.e. average time spent on a single506

call of the subroutines corresponding to the different parameterizations. The TR scheme is ∼ 5507

times more expensive than ST in terms of tav, which leads to about a factor ∼ 2.5 of overhead costs508

in terms of ttot . This is what transience costs. If the wave breaking scheme is monochromatic509

(STMO), and as such simpler, accelerations by a factor ∼ 2.3 in terms of tav, and by a factor ∼ 1.3 in510

terms of ttot can be achieved. There is a further acceleration by the factors ∼ 4.5 and ∼ 1.2 between511

STMO and the operationally used (Orr et al. 2010) scheme in terms of tav and ttot , respectively.512

Hence TR is ∼ 50 (∼ 4.1) more costly than the operational scheme in terms of tav (ttot).513

Regarding the costs in memory, TR simulations use by 2% more memory than ST simulations,514

where 100% stands for the memory cost of the ST simulations. This is not negligible but small.515

4. Results516

a. Experimental setup517

The first step in order to validate the implementation ofMS-GWaMwas to reproduce the idealized518

1D cases of Bölöni et al. (2016) in UA-ICON. This technical step has been followed by global519
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simulations using TR, ST, STMO, with a horizontal grid spacing of ∼ 160km (R2B4 grid5). A520

stretched vertical grid has been used with layer thicknesses gradually increasing with height, with a521

typical thickness of a few tens of meters in the boundary layer, 700−1500m in the stratosphere and522

a maximum of ∼ 4km in the lower thermosphere. Similarly to Borchert et al. (2019), a model top523

at 150km has been used with a sponge layer acting above 110km. As initial condition, operational524

IFS/ECMWF6 analyses have been used. They have been interpolated to the ICON grid at altitudes525

covered by IFS/ECMWF and extrapolated towards a simple climatology above. The first fewweeks526

simulations after each initialization have been discarded from any scientific analysis in order to527

make sure that the adjustment process from the climatology towards the actual realization of the528

circulation at higher altitudes is excluded.529

b. Mean circulation530

The first proof of concept for MS-GWaM in a global modeling framework was to validate the531

zonal-mean circulation it generates as coupled to UA-ICON. For this validation the URAP data532

(Swinbank and Ortland 2003) have been used as a reference, because this data set involves zonal-533

mean climatologies up to rather high altitudes, i.e. 85km for temperature and 110km for zonal534

wind.535

1) Zonal-mean wind and temperature536

Simulations with TR, ST and STMO have been run for the 8 URAP years (1991–1998) for537

December and June (initialized on the 1st of November and 1st of May respectively). Figure 5538

(figure 6) shows the time averaged zonal-mean zonal winds (temperatures) from the TR and ST539

5for the ICON model, by RnBk a global grid is denoted that originates from an icosahedron whose edges have been initially divided into n parts,

followed by k subsequent edge bisections
6Integrated Forecasting System of the European Centre for Medium-Range Weather Forecasts, https://www.ecmwf.int/en/publications/ifs-

documentation
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simulations as well as the reference URAP data. In general, both the TR and ST simulations540

produce a very similar zonal-mean circulation (results from the STMO simulations are not shown541

due to their similarity to ST), which compares reasonably well with URAP. Bothmodels capture the542

reversal of the summer mesospheric jet although somewhat too low in altitude both in December543

and June and too weak in June. The corresponding summer mesopause is by ∼ 20−30K too cold,544

which might be explained by the fact that the thermal effects of energy deposition (e.g. Becker545

2017) of GWs are ignored for the time being. The polar night jet is reasonably well placed, but546

its magnitude is overestimated in both the TR and ST simulations in both months, especially in547

June. The stratospheric easterly jet cores are placed too much equatorward in both models and548

both months. Based on this qualitative comparison, the similarity between the TR and ST suggests549

that transience does not play a very important role in terms of seasonal-mean and zonal-mean550

circulation. This does not come as a surprise, as indeed, spatial and time averaging should hide551

local, short-lived transient effects and eventually reflect a quasi steady-state circulation of the552

respective months. At a second look, a sharp eye will spot already non-negligible differences553

between TR and ST simulations in Figs.5 and 6. For instance, the magnitude of the June polar554

night jet is overestimated to a larger extent, while the June lower-thermospheric jet magnitude in555

Northern Hemisphere (NH) is underestimated to a larger extent in the ST simulation.556

2) Residual circulation and zonal-mean GW drag557

The residual circulation of UA-ICON with MS-GWaM is presented in Fig.7 by plotting the558

residual-mean mass streamfunction along with the corresponding meridional velocity (v∗) in the559

transformed Eulerian mean (TEM) equations (Andrews andMcIntyre 1978b; Hardiman et al. 2010,560

Eq. (19)). Both TR and ST simulations result in a qualitatively similar circulation as presented561

by, e.g., Smith (2012) and Becker (2017). It appears that ST simulations lead to a stronger v∗ in562
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the upper mesosphere in comparison with TR simulations, implying that the vertical branch of563

the residual circulation near the poles is also stronger in ST simulations. This is in line with the564

somewhat colder temperatures at the summer mesopause regions in ST simulations as compared565

to TR simulations, because a stronger residual circulation corresponds to stronger cooling in the566

summer upper mesosphere and heating in the winter lower mesosphere. The difference in the567

residual circulations of TR and ST can be explained by the zonal-mean GW drag (Fig.8) from568

both simulations. The structure of GW drag is well matched with that of v∗ in the mesosphere,569

demonstrating the impact of GWs on the residual circulation. The GW drag of ST in the MLT is570

larger than that of TR by∼ 80ms−1day−1 (∼ 160ms−1day−1) in December (June). This corresponds571

well to the differences found in the strength of the residual circulation between TR and ST and572

reflects that adding transience to a GWP has important implications on the mean circulation and573

the heat budget.574

3) Perpetual runs575

Amore comprehensive appreciation of the differences between the simulations with the transient576

and the steady-state GW schemes has been enabled by running a perpetual December simulation577

with TR, ST and STMO for a longer duration. The perpetual run has been achieved by imposing578

a constant radiational and surface forcing, corresponding to December 22nd 1992, including a579

diurnal cycle. The simulations have been run for 24 months of which the last 12 months have580

been used for comparison. Mean wind differences between the TR and ST simulations (Fig.9a)581

are larger in magnitude, and more statistically significant, than those between the two steady-state582

simulations ST and STMO (Fig.9b). This shows that the impact of GW transience is somewhat583

larger than that of the change in the saturation scheme between ST and STMO (see section 3.b.4),584

even in the context of the time averaged zonal-mean circulation.585
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4) Numerical convergence586

As a validation of the employed maximum number of ray volumes per column Ncmax = 2500,587

we show in figure 9c the mean-wind difference between perpetual December TR simulations588

using Ncmax = 2500 and Ncmax = 5000. These differences are clearly lower in magnitude and589

less statistically significant than those between the ST and TR. This demonstrates that the effect590

of transience is much larger than the effect of doubling the amount of ray volumes in the TR591

simulations. It confirms both that theTR simulations using Ncmax = 2500 are numerically converged592

and that the difference due to transient GW propagation (ST-TR) is robust, i.e. it reflects a physical593

feature and not a numerical uncertainty.594

c. GW pseudomomentum fluxes595

Apart from the time averaged zonal-mean circulation, temporal- and spatial variability of the596

GW pseudomomentum fluxes is of interest. As will be shown, the modulation of the GW spectrum597

through transient propagation leads to fundamentally different pseudomomentum-flux magnitudes598

and spatial structures as compared to the steady-state GW schemes.599

1) Intermittency and variability600

A simple quantification of GW intermittency is the histogram of pseudomomentum fluxes,601

i.e. the probability of occurrence of various pseudomomentum-flux values at given geographical602

locations. Following Hertzog et al. (2012), histograms of GW absolute zonal pseudomomentum603

fluxes have been plotted for TR, ST (Fig.10) and STMO (not shown but similar to ST) with a604

similar spatial and temporal sampling as in the above-mentioned paper (see figure captions). The605

difference between TR and ST is obvious showing a much better fit of the TR simulations to the606

observed histograms based on the Vorcore superpressure balloons and the HIRDLS satellite (see607
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Fig.2 in Hertzog et al. (2012)). The low intermittency of the ST simulations is not surprising,608

since steady-state schemes with a non-intermittent source - such as used here - are known to609

underestimate the occurrence of high pseudomomentum fluxes. Due to the fact that in the steady-610

state approximation only dissipative effects - due to wave breaking or close to critical layers611

- can lead to pseudomomentum-flux variations, no higher values can occur than the launch-612

level pseudomomentum-flux magnitudes. With the GW source used in this study, the launch-613

level absolute zonal pseudomomentum-flux magnitude in October is ∼ 4mPa. Indeed, in the ST614

simulations no higher values occur than that. In contrast, in the TR simulations at z ≈ 20km,615

pseudomomentum fluxes of 60mPa occur with a non-zero probability which means that fluxes616

happen to grow by a factor 15 at this altitude with respect to their launch values. Figure 10 also617

shows that up to flux values of ∼ 30mPa, the probability of large fluxes decreases with altitude,618

which is in line with the findings of e.g. de la Cámara et al. (2016) in this respect. The probability619

of occurrence for flux values larger than ∼ 30mPa shows a vertical dependence that has never been620

found in steady-state GWPs: it is increasing with altitude between z ≈ 20km and z ≈ 40km, and621

then it drops down significantly above.622

In order to understand the vertical dependence of GW intermittency in the TR simulations623

and to further illustrate the large difference between the TR and ST simulations, Hovmöller dia-624

grams of absolute pseudomomentum fluxes are shown in Fig.11. Obviously, in the ST simulation625

pseudomomentum-flux magnitudes decrease monotonically with altitude, while in the TR simula-626

tion slanted stripes of increased values with time and altitude demonstrate that GW packets gain627

pseudomomentum flux in a non-dissipative manner in the course of their propagation up to the628

altitude of 50−70km and then they dissipate due to saturation. The only way the non-dissipative629

increase can happen - kh being constant - is via variation of
∫

dmcgzN . This can originate from630

local variations of N via Eq. (17), from a local increase of the vertical group velocity via Eq.631
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(20), or by both effects together. Because the Hovmöller diagrams and the histograms in Fig.10632

have been sampled for locations beneath the southern hemispheric polar night jet, it is to be ex-633

pected that variations described by the non-dissipative direct GW-mean-flow interaction Eqs. (17)634

- (20) are primarily driven by a resolved wind shear ∂U/∂z > 0 between the launch level and635

z ≈ 55−60km. Then, given m < 0, this shear tends to shift westward (eastward) propagating GWs636

towards larger (smaller) vertical wavelengths and thus larger (smaller) vertical group velocities in637

this altitude range. Hence the effect of local vertical group-velocity increase can only play a role638

for the westward propagating GWs. Separate Hovmöller diagrams for the westward and eastward639

pseudomomentum fluxes (not shown), however, reflect similar levels of intermittency as for the640

absolute values (Fig.11). Thus, the variation of
∫

dmN seems to be the dominant cause, which is641

the process that can act only in transient dynamics, while group velocity variations are also possi-642

ble in a steady-state framework. A critical reader will note that we are here at the limits of WKB643

theory. While WKB assumes the time scale of the wave amplitudes to be significantly longer than644

the GW periods, this is not really the case here. Had we only the derivations of the theory on paper645

this would be a worry. Fortunately, however, we know from comparisons between wave-resolving646

simulations and transient MS-GWaM that the WKB theory still works surprisingly well even in647

this range. Bölöni et al. (2016) show that their WKB code - a "toy-model" version of transient648

MS-GWaM - can reproduce GW behavior at reflection and critical levels, and it also shows similar649

short-time-scale variations of GW energy (their Fig. 6) that are strictly beyond the validity ofWKB650

but still in good agreement with the wave-resolving LES. Hence one can have confidence in the651

simulated wave packets that we are seeing here. The question arises now over which time scales652

these transient effects survive and thus make a difference as compared to steady-state schemes.653
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2) Zonal and time mean654

An interesting consequence of direct GW-mean-flow interactions is that the non-dissipative655

pseudomomentum-flux convergence is reflected not only locally and for short periods, but also in656

the time averaged zonal mean. This is illustrated in Figs.12a-f, where monthly-mean (Octobers657

of 1991-1998) zonal-mean pseudomomentum fluxes from TR simulations turn out to be larger658

than those obtained from ST simulations everywhere below z ∼ 40km. This is the mean effect of659

the transient flux changes shown in Fig. 11, which - as explained above - should be due to local660

variations of
∫

dmN . All this suggests that transient effects do not average out completely even in661

the zonal-mean over monthly time-scales, or in other words, the steady-state approximation does662

not really hold even over these time-scales.663

The pseudomomentum-flux differences between the TR and ST simulations can be put in the664

context of the missing drag - a general underestimation of the GW forcing at about 60◦S by665

GCMs (McLandress et al. 2012). In particular, Jewtoukoff et al. (2015) showed that the relatively666

high-resolution operational IFS/ECMWF analyses are underestimating the GW momentum fluxes667

by a factor 5 over the Southern Ocean at about 20km altitude, as compared to superpressure668

balloon observations. Additionally, de la Cámara et al. (2016) showed that the parameterized669

GW fluxes in the LMDz7 model agree with those resolved by the operational IFS/ECMWF to670

a good degree, indicating that some state-of-the-art GCMs suffer from an underestimation of671

GW pseudomomentum fluxes by about a factor 5. Several studies suggested that part of this672

underestimation originates from the lack of orographic drag due to small islands not represented in673

the topographic databases of GCMs (McLandress et al. 2012; Alexander et al. 2009; Alexander and674

Grimsdell 2013; Garfinkel and Oman 2018) and others proposed that some of the underestimation675

is due to the lack of horizontal GW propagation in GWPs (Sato et al. 2009; Ehard et al. 2017) or676

7Laboratoire de Météorologie Dynamique Zoom
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the misrepresentation of non-orographic sources (Hendricks et al. 2014; de la Cámara et al. 2016).677

It appears, however, that the lack of transience in present-day GWP might also be responsible678

for a small but non-negligible fraction of the missing drag. This is demonstrated in Figs.12g-i,679

where horizontal maps of absolute pseudomomentum fluxes are plotted at z ≈ 20km above the680

Southern Ocean from the TR (Fig.12g) and the ST (Fig.12h) simulations. As expected from the681

cross sections in Figs.12c,f, the absolute pseudomomentum-flux values from the ST simulations are682

smaller than those from TR, and as shown in Fig.12i, if ST fluxes are multiplied by a factor of 1.3,683

a relatively close match with TR is achieved. Transience thus brings an increase of 30% in terms684

of absolute momentum fluxes, which is however still very far from the missing 500% reported685

by e.g. Jewtoukoff et al. (2015). The difference between TR and ST simulations can also be686

expressed in terms of the zonal GW drag. The drag averaged over ϕ ∈ [−65◦,−55◦], z ∈ [20,50]km687

and over the Octobers of 1991-1998 is −0.291ms−1day−1 from ST and −0.476ms−1day−1 from688

TR simulations. Hence transience seems to increase the drag by about 60%. The non-negligible689

effect discussed above shows that the transience does matter even over monthly time-scales. It is690

also recalled that all differences presented between ST and TR simulations in this paper are due to691

the non-orographic fluxes only, in a completely non-intermittent GW source setup.692

d. Contribution of different wavelengths to the GW signal693

Given that MS-GWaM is a spectral scheme, a decomposition of the GW momentum fluxes and694

drag into the contributions from different wavelengths is straightforward. Such a decomposition695

could be of interest for validation purposes against observations if GW sources were realistically696

taken into account. This is yet not the case here, however even with the simple GW source used697

in this study, a decomposition by scales is useful to get a simple first guess about the required698

horizontal and vertical resolutions for GW resolving simulations. The decomposition is based on699
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the TR implementation of MS-GWaM given its additional realism as compared to ST, i.e. given700

transience and the prognostic treatment of the vertical wavenumber spectrum. The contribution of701

GWswith different spatial scales to the pseudomomentum fluxes has been diagnosed by calculating702

Eq. (22) for a subset of the ray volumes j = 1, ...,Ni for which certain conditions hold with respect703

to their horizontal (λh) or vertical wavelengths (λz). The corresponding drag contribution has been704

calculated via Eq. (18) (its discretized form) just like for the full drag. These diagnostics have all705

been achieved in an off-line mode, meaning that the resolved flow has been forced with the total706

drag imposed by the total pseudomomentum fluxes.707

1) Decomposition results708

The contribution of GWs with different spatial scales to the total absolute flux and drag is shown709

in Fig.13. Panel a) shows the zonal-mean total absolute pseudomomentum flux and drag averaged710

over Junes of 1991-1998. Panels b), c), d), e) suggest that excluding horizontal wavelengths smaller711

than 50km,100km, 200km and 250km leads to signal losses of ∼ 20%,50%, 75% and 75−80%,712

respectively, both with respect to fluxes and the drag. The contribution of GWs with different713

vertical scales can be seen by comparing the total signal with panels f), g), h), i) where vertical714

wavelengths smaller than 1km,2km,5km and 10km are excluded respectively. Here the drag signal715

is much less affected, namely no loss can be seen if having contributions fromwaves with λz > 5km,716

and only ∼ 25% is lost if waves with λz < 10km are excluded. In terms of fluxes however, the717

loss of signal below z ≈ 40km is larger than ∼ 50% if GWs with λz < 2km are excluded, which718

increases to a loss of ∼ 75−80% if GWs with λz < 10km do not contribute.719

The contribution of GWs with different scales to the total intermittency has been examined as720

well (not shown). It turns out that at z = 20km, occurrence of large momentum fluxes (& 10mPa)721

is completely lost if waves with horizontal scales smaller than 100km are excluded, leading to722
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similarly unrealistic intermittency curves as obtained from ST simulations. If only small scale723

GWs with horizontal scales λh < 50km are left out, most of the total intermittency is reproduced724

leaving us with a loss of at most ∼ 30% for all flux values. Excluding the smallest vertical scales725

(λz < 2km) does not affect intermittency but leaving out even larger scale waves (λz < 5 or 10km)726

reduces the occurrence of fluxes between 5 and 40mPa significantly.727

2) Consequences for GW resolving simulations728

Explicitly resolving GWs instead of parameterizing them is recently of increasing interest even729

in global simulations. In the light of the above, a simple estimate of the required spatial resolution730

can be given: in order to get most of the GW signal one needs to resolve horizontal scales of 50km731

or smaller and vertical scales of 2km or smaller. Because in NWP models and GCMs the effective732

resolution of a given spatial scale λ requires 7− 10 grid points per λ, the necessary horizontal733

(vertical) grid spacing to be used for GW resolving simulations can be estimated as ∆x < 5km734

(∆z < 200m). This estimate has to be treated with caution as it does not take into account that735

resolving the generation (GW source mechanisms) and dissipation of GWs might require even736

higher spatial resolution than suggested by the scale decomposition applied here.737

5. Summary and Conclusions738

This paper describes the first implementation - to the best of our knowledge - of a transient739

subgrid-scale GW parameterization into a state-of-the-art GCM and NWP model. This parameter-740

ization is called Multi-Scale Gravity-Wave Model (MS-GWaM). It does not rely on the steady-state741

approximation, and therefore enables both dissipative and non-dissipative direct GW-mean-flow742

interactions, while standard GW parameterizations assume an instantaneous equilibrium between743

GWs, mean flow, and sources, thereby leaving room only for dissipative forcing. For an estimate of744
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the GW-transience impact, a steady-state version of MS-GWaM (ST), using exactly the same GW745

saturation scheme, and coupled to the same GW source, has been implemented and used as refer-746

ence for the transient GW parameterization (TR). The TR implementation of MS-GWaM differs747

in several respects from other GWPs in the literature that use ray tracing. Song and Chun (2008)748

as well as Amemiya and Sato (2016) have implemented related GWPs into state-of-the-art GCMs.749

They have, however, kept the steady-state assumption in the prediction of the wave amplitudes750

via wave-action conservation. As compared to earlier transient implementations (Senf and Achatz751

2011; Ribstein et al. 2015), one main difference is that TR MS-GWaM allows a feedback from the752

resolved mean flow to the subgrid-scale GW field through the ray equations, which is especially753

not the case for Senf and Achatz (2011). Also MS-GWaM applies the phase-space representation754

(section 2 b), which, so far, is the only viable solution to avoid numerical problems arising due to755

caustics. Ribstein and Achatz (2016) already used a fully coupled ray-tracer including the phase-756

space approach, however not in a GCM but in a more simple tidal model, similarly to Senf and757

Achatz (2011). Last but not least, the wave breaking scheme of TR MS-GWaM is also a point that758

makes an important difference with respect to other GWPs, in that the saturation is diagnosed with759

a contribution from the full GW spectrum represented by the parameterization at a given altitude760

at a given time.761

The time averaged zonal-mean circulation turned out to be broadly similar in TR and ST sim-762

ulations, both of them agreeing reasonably well with observations (URAP data by Swinbank and763

Ortland (2003)). Closer inspection shows, however, that in some aspects TR yields slightly better764

results than ST. By excluding interannual variability via perpetual runs, it has also been shown that765

the effect of transience is larger than that of varying the saturation scheme in the steady-state im-766

plementation, especially in the mesosphere and lower thermosphere. That the summer mesopauses767

are too cold both in TR and ST simulations is likely a consequence of ignoring thermal effects of768
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energy deposition by GWs. Having a leading order thermal effect in the MLT (e.g. Becker 2017),769

this process will have to be included into MS-GWaM. Another finding in the same context is that770

temperature errors at summer mesopauses are smaller in TR simulations than in ST simulations,771

which is explained by the weaker residual circulation driven by weaker zonal-mean net GW drag772

in the MLT region. This is a sign that transient effects do not average out completely and may have773

important implications on the mean zonal and meridional circulations.774

Even more evident differences between TR and ST simulations are found in terms of GW775

pseudomomentum-flux variability. As expected from earlier studies (e.g., de la Cámara et al.776

2016), ST simulations strongly underestimate the intermittency of GW pseudomomentum fluxes777

(occasional occurrence of large values), while TR simulations lead to considerably more realistic778

results. The reason for this is that the steady-state assumption only allows dissipative effects to779

change GW-pseudomomentum fluxes, and hence only allows them to decrease as compared to the780

source, while non-dissipative direct GW-mean-flow interactions can also lead to an increase of781

these fluxes. This effect is not only visible locally and over short time-scales, but it also affects782

monthly averages of zonal means: mean pseudomomentum fluxes in the lower stratosphere are783

∼ 30% larger in TR simulations than in ST. In the SH, this is where a missing GW drag has been784

diagnosed by several studies (McLandress et al. 2012; Jewtoukoff et al. 2015). Hence the neglect785

of transient GW-mean-flow interactions in standard GW parameterizations might contribute to786

this issue in a modest extent, beside the lack of lateral propagation (Sato et al. 2009; Ehard et al.787

2017), the misrepresentation of non-orographic sources (Hendricks et al. 2014; de la Cámara et al.788

2016) or the lack of orographic drag due to missing islands in the insufficiently detailed model789

topographies (Alexander et al. 2009; McLandress et al. 2012; Alexander and Grimsdell 2013;790

Garfinkel and Oman 2018).791
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Increasing the realism of GW parameterizations by including transient wave-mean-flow interac-792

tions is seen by us as only a first step. Lateral GW propagation will have to be included as well,793

which - based on Senf and Achatz (2011); Kalisch et al. (2014); Ribstein et al. (2015); Amemiya794

and Sato (2016) - changes several aspects of the GW distribution and its impact on the mean795

flow. Corresponding work has just begun, after a 6D8 version of MS-GWaM has been successfully796

implemented into the same f -plane pseudo-incompressible flow solver as used by Bölöni et al.797

(2016) and Wei et al. (2019). More realistic source schemes are also an issue. In part II of this798

study we report on the effects of coupling of MS-GWaM in ICON to a convective GW-source799

scheme, and more improvements with regard to mountain waves and GWs due to jets and fronts800

will have to follow. Finally, as pointed out by Plougonven et al. (2019) one should always be aware801

that a realistically looking large-scale circulation is no proof that the parameterization is correct.802

Instead the parameterized processes will have to be studied by measurements and wave-resolving803

simulations as well, and it will have to be made sure that all parts of the parameterization reproduce804

the properties identified therein. Only then can we have a guarantee that the GWP will be reliable805

even in a changing climate.806

The reader might wonder whether the computational cost of a Lagrangian ray-tracing approach807

as suggested here is not too overwhelming. As summarized in Table 1 and in section 3.c.5,808

according to the strictest measure (tav), including transient effects increases the computational809

costs by a factor ∼ 5 with respect to the ST implementation of MS-GWaM, and by a factor ∼ 50810

with respect to Orr et al. (2010) - the current operational scheme used in the NWP configuration of811

ICON. The discrepancy in computational costs by a factor ∼ 10 between the steady-state scheme812

ST and Orr et al. (2010) - which should perform calculations of similar complexity - suggests813

that MS-GWaM’s efficiency in general (both TR and ST) could probably be improved by means814

83+3 dimensions in physical and spectral space
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of code optimization. Based on this assumption, an optimized transient MS-GWaM should be815

about factor ∼ 5 more costly than state-of-the-art GW schemes. For the time being it cannot be816

excluded that lateral GW propagation might increase the costs further, although there is no reason817

to expect that more ray volumes will be needed per column than already used in the present MS-818

GWaM implementation. Keeping in mind other potential overhead costs, e.g. such as the MPI819

communication of ray volumes, a safe estimate for a 6D version of MS-GWaM is a factor ∼ 10820

increase of computational costs, as compared to standard steady-state GW parameterizations. This821

might be seen as a large increase in costs, however, relating it to costs of other alternatives - such as822

GW-resolving simulations - might quickly change one’s perspective. As also suggested in section823

4.d, GW resolving simulations would require a horizontal grid-spacing of 5km (or smaller, e.g.824

1km) and a vertical grid-spacing of 200m. If this requirement was satisfied with respect to the825

horizontal resolution alone, the computational costs (in terms of ttot) would increase by a factor826

of ∼ 30 thousand (∼ 5 million) respectively. The vertical resolution increase to 200m everywhere827

above the troposphere would lead to a cost increase of further factor ∼ 8 ending up with something828

between factor 240 thousand and 40 million. Therefore, already in its present state, ICON/MS-829

GWaM can be a useful tool for research purposes, allowing much less costly simulations than those830

resolving GWs globally and more realistic than achievable by standard GCM resolutions with831

classic steady-state parameterizations. Once flow-dependent sources for GWs from orography and832

jet-frontal systems have been implemented, it will be ready, e.g., to accompany field campaigns833

and help interpreting their results. The long-term goal of eventually using ICON/MS-GWaM in834

climate simulations and weather forecasting, however, is also not to be left out of sight.835

Data availability statement. The ICON-Software is freely available to the scientific community for836

non-commercial research purposes under a license of DWD andMPI-M. If you would like to obtain837
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Table 1. Computational costs of the different GW parameterizations coupled to UA-ICON on 960 CPUs

with a horizontal grid-spacing of ∼ 160km (R2B4 grid) and with 120 vertical levels up to 150km with the same

distribution as described by Borchert et al. (2019).

1031

1032

1033

Measure TR ST STMO Orr et al. (2010)

ttot : total runtime for one month simulation [mm:ss] 52:00 20:30 16:00 12:30

tav : average time spent in parameterization subroutines [s] 0,04579 0,00904 0,00389 0,00088
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to the vertical grid), b) representation in spectral space, showing that the ray volume center-point mc and the

extent in m-direction changes prognostically.
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Fig. 6. Zonal-mean temperature [C◦] averaged over Decembers (a,b,c) and Junes (d,e,f) in the period 1991-

1998. URAP data: a,d, TR: b,e, ST: c,f. Solid black isolines are drawn between −150C◦ and 30C◦ with a spacing

of 30C◦.
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Fig. 7. Residual circulation averaged over Decembers (a,b) and Junes (c,d) in the period 1991-1998. TR: a,c,

ST: b,d. Filled contours: residual-mean meridional velocity in the transformed Eulerian mean equations (v∗)

[ms−1]. Black contour lines: residual mass streamfunction [kgs−1] shown by solid (dashed) lines for positive

(negative) values for the magnitudes of 104−1010kgs−1 with two contours per 10 times increase.

1104

1105

1106

1107

61



Latitude (deg)

A
lt

it
u
d
e
 (

k
m

)

-60 -40 -20 0 20 40 60 80
0

10

20

30

40

50

60

70

80

90

100

-60 -40 -20 0 20 40 60 80
0

10

20

30

40

50

60

70

80

90

100

-60 -40 -20 0 20 40 60 80
0

10

20

30

40

50

60

70

80

90

100

-60 -40 -20 0 20 40 60 80
0

10

20

30

40

50

60

70

80

90

100

a) b)

c) d)

Fig. 8. Zonal-mean net gravity wave drag [ms−1day−1] averaged over Decembers (a,b) and Junes (c,d) in the

period 1991-1998. TR: a,c, ST: b,d. Black contours are drawn between the intervals [−360,−40] (dashed) and

[40,160] (solid) with an interval of 40.

1108

1109

1110

62



-60-40-20 0 20 40 60 80
Lat itude (deg)

0
10
20
30
40
50
60
70
80
90

100

A
lt

it
u

d
e

 (
k

m
)

− 40

− 30

− 20

− 10

0

10

20

30

40

-60-40-20 0 20 40 60 80
Lat itude (deg)

0
10
20
30
40
50
60
70
80
90

100

A
lt

it
u

d
e

 (
k

m
)

− 40

− 30

− 20

− 10

0

10

20

30

40

-60-40-20 0 20 40 60 80
Lat itude (deg)

0
10
20
30
40
50
60
70
80
90

100

A
lt

it
u

d
e

 (
k

m
)

− 40

− 30

− 20

− 10

0

10

20

30

40

a) b) c)

Fig. 9. Zonal-mean zonal wind differences [ms−1] averaged over the last 12 months of a 24-months perpetual

December simulation. a: difference ST-TR, b: difference STMO-ST, c: difference TRx2-TR where TRx2 stands

for the transient MS-GWaM with a doubled number of ray volumes per column, i.e. Ncmax = 5000 instead of

Ncmax = 2500. The solid black isolines are drawn for 0ms−1. Red dots denote points where the differences are

statistically significant with a 95% confidence, based on t-tests taking into account time correlation of the sample.

The numbers of statistically significant points are 334 for ST-TR, 313 for STMO-ST and 63 for TRx2-TR.
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Fig. 10. Histogram of absolute zonal pseudomomentum-flux occurrences sampled at ϕ ∈ [−65◦,−50◦], λ ∈

[−180◦,180◦] over the Octobers of 1991-1998 for TR (solid) and ST (dashed) at different altitudes: z ≈ 20km

(black), z ≈ 40km (red), z ≈ 60km (blue), z ≈ 80km (green).
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Fig. 11. Hovmöller diagram of absolute pseudomomentum fluxes at ϕ =∼ −60◦, λ =∼ −150◦, 1st of June 1998,

a): TR, b): ST. The base-10 logarithm of the fluxes in mPa is presented.
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Fig. 12. Zonal-mean pseudomomentum fluxes [mPa] averaged over the Octobers of 1991-1998. The 2 upper

rows show vertical cross-sections over the SH for eastward (a,d), westward (b,e) and absolute (c,f) fluxes as

simulated by TR (a-c) and ST (d-f). The spacing of the solid black lines is 0.25mPa in a,b,d,e and 0.5mPa in

c,f. The bottom row shows horizontal cross-sections of absolute fluxes over the Southern Ocean as simulated by

TR (g) and ST (h,i), where in i), the values from the ST simulations are multiplied by 1.3.
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Fig. 13. Zonal-mean absolute pseudomomentum fluxes [mPa] (filled red contours) and zonal GW drag

(gray contours) averaged over Junes of 1991-1998. The spacing of fluxes is 0.25mPa in the interval

[0,1]mPa and 1mPa in the interval [1,9]mPa. Contours of GW drag are drawn by 20ms−1day−1 between

[−180,−20]ms−1day−1 (dashed) and by 10ms−1day−1 between [10,80]ms−1day−1 (solid). Panel a) shows the

total, i.e. the contribution from all horizontal and vertical scales. Panels b), c), d), e) show contributions from

scales λh > 50km,100km,200km,250km respectively, while panels f), g), h), i) show contributions from scales

λz > 1km,2km,5km,10km respectively.
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